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(7) ABSTRACT

An algorithm on a computer readable medium for efficiently
creating a message efficient virtual backbone in a wireless ad
hoc network utilizes three phases to establish an efficient
network among the independent transceivers of a wireless ad
hoc network. Independent transceivers within the transmis-
sion range of each other are neighbors. A leader election and
tree construction phase constructs a tree of neighboring
transceivers with one transceiver being designated the root
and with each transceiver establishing and recording its
location in the tree structure and the identifiers of its
neighbors; and reporting when the tree is established. Alevel
calculation phase determines the level of each transceiver
away from the root transceiver, with each transceiver record-
ing the level of its neighbors. Precedence for each trans-
ceiver is established with consideration of each transceiver’s
tree level and identifier, with tree level being paramount in
deciding precedence; and reporting when the levels of the
tree are established. A backbone construction phase estab-
lishes all transceivers as a dominator or a dominatee, with
the dominators forming the network backbone and the
dominatees all being neighbors to a dominator. Within the
network each transceiver only needs to know the informa-
tion of its neighboring transceivers.

5 Claims, 3 Drawing Sheets
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TECHNIQUE FOR ESTABLISHING A
VIRTUAL BACKBONE IN AN AD HOC
WIRELESS NETWORK

BACKGROUND OF THE INVENTION

An ad hoc wireless network is constructed from indepen-
dent wireless transceivers communicating between each
other without benefit of other infrastructure. Thus, ad hoc
wireless networks are unlike wired or even cellular networks
that require a physical infrastructure. Wired environments
require the placing of cables. Cellular networks require the
availability of base stations to support communications. For
example, an ad hoc wireless network environment may
comprise a group of transceivers carried by people randomly
dispersed over a geographic area. Each transceiver has a
limited range of transmission and reception. A “neighbor” or
“neighboring”™ transceiver is defined herein as one within the
transmission range of a given transceiver, i.e., neighbors are
able to directly communicate. Networks must be created to
allow the networked transceivers to communicate between
non-neighboring transceivers through intermediate neigh-
boring transceivers.

In ad hoc environments such as emergency relief or
battlefield deployments, the reliance on either wired or
cellular networks is often not desired or possible. Thus,
although the lack of a required physical infrastructure makes
ad hoc networks seem appealing, this lack of physical
infrastructure imposes several difficulties. Since there is no
physical infrastructure, each communicating device, or
transceiver, must support all of its physical needs, e.g.,
power, as well as its logical needs, e.g., a message routing
backbone. Setting up this backbone is a must to guarantee
efficient networked communication among the communicat-
ing parties. Since all resources are at a premium, the goal of
any constructed ad hoc network must be that the network is
efficient, i.e., communication between two particular trans-
ceivers involves as few nodes, i.e., transceivers, as possible.
Further, creation of the ad hoc network backbone by mes-
sage traffic among the transceivers must be done efficiently,
i.e., with a minimum amount of message traffic to establish
the ad hoc network backbone. Further, message length itself
is desirably kept to a minimum.

Prior attempts have not established optimal efficiency
with regard to the creation and operation of an ad hoc
wireless network. Prior approaches generally require each
transceiver to have “two-hop neighborhood” information,
i.e., each transceiver must obtain, retain, and communicate
information regarding a neighbor and the next level trans-
ceiver adjacent to that neighbor. Thus a far higher number of
messages, each of which are lengthier in size, is required to
set up and to operate the network. Also, prior approaches
have required a larger than theoretically order optimal
backbone network without providing any additional benefit,
and thereby introduced additional resource burdens on each
transceiver.

SUMMARY OF THE INVENTION

The techniques of the present invention develop an effi-
cient ad hoc wireless network backbone using a minimal
number of very short messages. In a first aspect, the present
invention is an algorithm for dynamically constructing a
communication backbone of small size for ad hoc wireless
networks. For arbitrary ad hoc networks, this algorithm is
message complexity optimal, in other words, the creation of
a communication backbone in an ad hoc wireless environ-
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ment cannot be accomplished in a theoretically fewer num-
ber of messages in terms of the order of number of nodes
participating in the network. This algorithm is distributed in
nature and requires only that each transceiver have infor-
mation concerning its neighbors, also sometimes referred to
as a “single-hop” scenario. The information of the neighbors
may include, e.g., ID number and level number. Therefore,
the message length can be quite short. The fewer and shorter
the messages are, the lower is the resource burden on each
transceiver, and hence, the better is the efficiency of the
transceivers.

According to another aspect of the present invention, an
algorithm is presented for establishing an ad hoc wireless
network backbone from a set of independent transceivers,
each having a unique identifier, or ID. The algorithm may be
distributed across each of the independent transceivers. The
algorithm may comprise three phases. Phases 1 and 2 may
generally impose a logical structure on the randomly dis-
tributed transceivers, while phase 3 will then construct a
network backbone. Phase one, or the leader election and tree
construction phase, uses arbitrary leader selection and tree
construction methods as now known or later developed in
the art. In this first phase, the tree is constructed with one
transceiver being designated the root and with each trans-
ceiver establishing and recording its location in the tree
structure and the presence and identifiers of its neighbors. A
reporting function may be provided for announcing when
the tree is established to signal the next phase of the
algorithm.

A second, level calculation phase proceeds from the first
phase, beginning when the root transceiver of the tree
announces its level (0). The level increases for each trans-
ceiver as its distance from the root increases, with each
transceiver recording each of its neighbor’s level. After each
transceiver’s level is established, a precedence, or rank, for
each transceiver is established by consideration of each
transceiver’s level and ID, with level being paramount in
deciding precedence. A reporting function may be provided
when the levels of the tree are established to signal the next
phase of the algorithm.

A third, backbone construction, phase proceeds after
completion of the second, level calculation, phase. In the
third phase, all transceivers start as neutral and are subse-
quently designated as a dominator or a dominatee, with each
transceiver sending one of two status messages: a dominator
message or a dominates message, each status message
containing the sender’s identifier. It will be noted that each
transceiver already knows the level designation of its neigh-
bors.

In the backbone construction phase, the root transceiver
(level 0) declares itself a dominator and sends a dominator
message, which by definition is received by its neighbors.
All other transceivers subsequently act according to the
following three principles: 1) a neutral transceiver receiving
a dominator message for the first time shall mark itself a
dominates and broadcast a dominatee message, 2) a neutral
transceiver receiving a dominatee message from all of its
neighbors of lower precedence (ie., in a lower numbered
level thus closer to the root on the tree, or a lower ID in same
level) shall mark itself a dominator and broadcast a domi-
nator message; and 3) a dominatee transceiver receiving a
dominator message from a child (in terms of the tree)
transceiver’s first transmission shall remark itself a domi-
nator and broadcast a dominator message. It will be appre-
ciated that degrees of precedence are ordinal, i.e., 0, 1, 2, 3,
etc., and thus, given any two transceivers, the transceiver
with a higher precedence is either further away from the root
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of the tree or at the same distance from the root but with a
higher transceiver number.

At the end of the backbone construction each transceiver
is designated either a dominator or a dominatee, and the root
transceiver may be notified of completion of the ad hoc
network backbone. All the nodes marked as dominators
form the backbone of the ad hoc network. It will be noted
that, according to the above algorithm, each transceiver only
needs to know the level and identifier information of its
neighboring transceivers, a so-called one-hop network sce-
nario.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a spanning tree organizing the trans-
ceivers at various levels.

FIG. 2 shows the state diagram for the backbone con-
struction phase of the present invention.

FIGS. 3-8 illustrate the process of the backbone construc-
tion phase according to the present invention.

DETAILED DESCRIPTION OF THE
PRESENTLY PREFERRED EMBODIMENTS

A distributed algorithm for building wireless ad hoc
network backbones according to the present invention gen-
erally includes three phases: the first, leader election phase,
the second, level calculation phase, and the third, backbone
construction, phase.

Referencing FIG. 1, among the transceivers, shown as
circles, the leader election and tree construction phase elects
a leader transceiver 21 and constructs a spanning tree 23 of
the transceivers, according to techniques as now or hereafter
known in the art. The spanning tree 23 is rooted at the leader
transceiver 21, thus “root” and “leader” may be used syn-
onymously hereinafter. A distributed algorithm for leader
election as known in the art, such as, e.g., is disclosed in 1.
Cidon and O. Mokryn, Propagation and Leader Flection in
Multihop Broadcast Fnvironment, 12th International Sym-
posium on Distributed Computing (DISC98), pp. 104-119,
September 1998, Greece. can be adopted. Note that any
criteria can be used to define the leadership and the refer-
enced method is not meant to limit the present invention. At
the end of the first phase, i.e., completion of tree
construction, each transceiver knows its parent and any
children in the tree, i.c., the transceiver closer to, and farther
away from, the root on a branch, respectively.

For example, in FIG. 1, four primary branches 25, 27, 29,
and 31 extend from the root 21. The four primary branches
have 4, 3, 2 and 3 secondary branches, respectively. One
secondary branch in each of primary branches 25, 27 and 31
ends as a leaf, ie., the farthest extension of a branch,
collectively indicated as 33.

In the Level Calculation Phase, each transceiver identifies
its level in the tree 23. The Level Calculation Phase starts
with the root 21 announcing its level, 0. Each transceiver,
upon receiving the level announcement message from its
parent in the tree, obtains its own level by increasing the
level of its parent by one, and then announcing, or
broadcasting, its own level. As shown in the tree of FIG. 1,
four levels, from 0 to 3 are established. It will be noted that
level three, the last or highest level, consists entirely of
leaves. Each transceiver records the levels of its neighbors.

If a tree completion report is desired, a report process can
be performed along the tree 23 from leaf, e.g., 33, to root 21.
When a leaf transceiver has determined its level, it transmits
a COMPLETE message to its parent. Each internal
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transceiver, 1.e., those transceivers between the root and the
leaf on a branch, e.g., 35, will wait until it receives this
COMPLETE message from each of its children and then
forward it up the tree 23 toward the root 21. When the root
21 receives the COMPLETE message from all its children,
the algorithm may start the third phase.

The total number of messages sent in this phase is
minimal in terms of the order of number of nodes partici-
pating in the network. At the completion of the first two
phases, each transceiver knows its own and its neighbors’
levels and IDs. The paired data of the level and ID of a
transceiver defines the rank, or precedence, of this trans-
ceiver. The ranks, or degrees of precedence, of all trans-
ceivers are determined first by order of level and then
according to ID within each level. Thus the leader, which is
at level 0, and, in our example but not necessarily, ID 0, has
the lowest rank and lowest, or beginning, precedence.

In the third, backbone construction, phase, all transceivers
are initially unmarked (white), and will eventually get
marked either black, or gray as indicated with a “G”. That
is, the transceivers are initially neutral, i.e., white, and will
become either a dominator, i.e., black, or a dominatee, i.c.,
gray. FIG. 2 shows the state transition diagram of this third
phase. Two types of messages are used by the transceivers
during this phase, the DOMINATOR message and the
DOMINATEE message. The DOMINATOR message is sent
by a transceiver after it marks itself black, and the DOMI-
NATEE message is sent by a transceiver after it marks itself
gray. Both messages contain the sender’s ID.

The backbone construction phase is initiated by the root
that marks itself black, and then broadcasts to its neighbors
a DOMINATOR message. All other transceivers act accord-
ing to the following principles. Whenever a white trans-
ceiver receives a DOMINATOR message for the first time,
it marks itself gray and broadcasts the DOMINATEE mes-
sage. When a white transceiver has received a DOMINA-
TEE message from each of its neighbors of lower rank, it
marks itself black and broadcasts the DOMINATOR mes-
sage. When a gray transceiver receives a DOMINATOR
message from some white child, it remarks itself black and
broadcasts the DOMINATOR message. A reporting process
similar to the second phase, can be performed if desired to
notify the root of the completion of all transceivers being
marked.

FIGS. 3-8 illustrate a technique for establishing the
network backbone in the third phase of the algorithm. This
process will be illustrated and explained in color marking
terms, although it will be appreciated that no extra data need
be introduced to the message stream in association with this
“color marking”. In FIGS. 3-8, the IDs of the transceivers
are labeled beside the transceivers, and the transceiver 0 is
the leader, or root, elected in the first phase of the algorithm.
The solid lines represent the logical and direct connections
of the spanning tree constructed at the first phase, and the
dashed lines represent communication paths between trans-
ceivers that are not in the lineal path, or branch structure, of
the spanning tree. Levels beyond the root are indicated to the
right of the figures in Roman numerals. The ordering of the
transceivers by rank is given by 0 (level 0); 4, 12, (level I);
2,5,8,10, (level ID); 3, 6, 9, 11, (level III); 1, 7 (level IV).
A possible execution scenario is shown in FIGS. 3-8 as
explained below.

Referencing FIG. 3, transceiver 0, the root, marks itself
black and sends out a DOMINATOR message.

Referencing FIG. 4, upon receiving the DOMINATOR
message from transceiver 0, transceivers 2, 4, and 12 mark
themselves gray, and then send out the DOMINATEE mes-
sages.
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Referencing FIG. 5, upon receiving the DOMINATEE
message from transceiver 2, transceiver 3 has to wait for
transceiver 8. Upon receiving the DOMINATEE message
from transceiver 4, transceiver 8 has to wait for transceiver
5. Upon receiving the DOMINATEE message from trans-
ceiver 12, transceiver 5 marks itself black as all its low-
ranked neighbors (transceiver 12 only) have been marked
gray; transceiver 7 has to wait for transceivers 6, 9, 11; and
transceiver 10 has to wait for transceiver 5.

Referencing FIG. 6, upon receiving the DOMINATOR
message from transceiver 5, transceivers 8, 9, 10 and 11
mark themselves gray and send out DOMINATEE mes-
sages; transceiver 12 remarks itself black and sends out a
DOMINATOR message.

Referencing FIG. 7, upon receiving the DOMINATOR
message from transceiver 12, transceiver 7 marks itself gray
and sends out a DOMINATEE message. Upon receiving the
DOMINATEE message from transceiver 8, transceiver 3
marks itself black as all its low-ranked neighbors
(transceivers 2, 8) have been marked gray; transceiver 6 has
to wait for transceiver 3.

Referencing FIG. 8, upon receiving the DOMINATOR
message from transceiver 3, transceivers 1 and 6 mark
themselves gray and send out DOMINATEE messages;
transceiver 8 remarks itself black and sends out a DOMI-
NATOR message. Note that at the end of the last step,
transceiver 4 will receive the DOMINATOR message from
transceiver 8. But it will not remark its color from gray to
black as transceiver 8 has sent a DOMINATEE message
previously.

Thus at the completion of phase three of the algorithm, all
transceivers in the network will be identified as a dominator
or a dominatee. The backbone of the ad hoc wireless
network is constructed of dominators, and each dominatee is
a neighbor to a backbone transceiver.

Having thus described an algorithm for efficiently creat-
ing a message efficient virtual backbone in a wireless ad hoc
network which can utilize optimally short message length
and a minimal amount of message traffic; it will be appre-
ciated that many variations thereon may occur to the artisan
upon an understanding of the present invention, which is
therefore to be limited only by the appended claims.

We claim:

1. A distributed algorithm on a computer readable
medium for establishing a wireless ad hoc network back-
bone from a set of independent transceivers, each transceiver
having an identifier and a broadcast range, and a transceiver
neighbor or neighbors within its broadcast range with which
it can communicate; comprising:

a) a leader election and tree construction phase wherein a
spanning tree of transceivers is constructed with one
transceiver being designated the root and with each
transceiver establishing and recording its location in the
tree and the identifiers of its neighbors, and ending with
a report that the tree is established;

b) a level calculation phase whereby the root announces
its level and the level increases for each transceiver as
its distance from the root increases, with each trans-
ceiver recording the level of its neighbors, and whereby
a precedence for each transceiver is established with
consideration of each transceiver’s level and identifier,
with level being paramount in deciding precedence;
and ending with a report that the levels of the tree are
established; and
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¢) a backbone construction phase wherein all transceivers

start as neutral and are subsequently designated as a
dominator or a dominatee, each transceiver sending one
of two status messages: a dominator message or a
dominatee message, each status message containing the
sender’s identifier; and starting with the root trans-
ceiver declaring itself a dominator when the tree and
levels are established and sending a dominator
message, all other transceivers subsequently acting
according to the following principles:

i) a neutral transceiver receiving a dominator message
for the first time shall mark itself a dominatee and
broadcast a dominatee message,

ii) a neutral transceiver receiving a dominatee message
from each of its neighbors of a lower precedence
shall mark itself a dominator and broadcast a domi-
nator message,

iii) a dominatee transceiver receiving a dominator
message from a child transceiver’s first transmission
shall remark itself black and broadcast a dominator
message;

d) whereby when each transceiver is designated a domi-
nator or a dominatee, the root transceiver is notified of
completion of the ad hoc network backbone; and

¢) wherein each transceiver only needs to know the level
and identifier information of its neighboring transceiv-
ers.

2. The distributed algorithm of claim 1 wherein all
dominators are arranged as a contiguously linked backbone.

3. The distributed algorithm of claim 1 wherein all
dominatees are arranged as neighbors to a dominator.

4. A distributed algorithm on a computer readable
medium for establishing a wireless ad hoc network back-
bone from a set of independent transceivers, each transceiver
having an identifier and a broadcast range, and a transceiver
neighbor or neighbors within its broadcast range with which
it can communicate; comprising:

a backbone construction phase wherein transceivers logi-
cally connected in a spanning tree structure start as
neutral and are subsequently designated as a dominator
or a dominatee, each transceiver sending one of two
status messages: a dominator message or a dominatee
message, each status message containing the sender’s
identifier; and starting with a first transceiver declaring
itself a dominator and sending a dominator message, all
other transceivers subsequently acting according to the
following principles:

a) a neutral transceiver receiving a dominator message for
the first time shall mark itself a dominatee and broad-
cast a dominatee message,

b) a neutral transceiver receiving a dominatee message
from each of its neighbors of lower precedence shall
mark itself a dominator and broadcast a dominator
message;

¢) a dominatee transceiver receiving a dominator message
for the first time from a child transceiver’s first trans-
mission shall remark itself a dominator and broadcast a
dominator message.

5. The distributed algorithm of claim 4 wherein when
each transceiver is designated a dominator or a dominatee,
the root transceiver is notified of completion of the ad hoc
network.



UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

PATENT NO. : 6,839,541 B2 Page 1 of 4
APPLICATION NO. : 10/006943

DATED : January 4, 2005

INVENTOR(S) : Khaled Muhyeddin M. Alzoubi et al.

It is certified that error appears in the above-identified patent and that said Letters Patent is
hereby corrected as shown below:

Replace Figures 1-8 with the attached formal drawings of Figures 1-8.

Signed and Sealed this

Sixth Day of February, 2007

o W D

JON W. DUDAS
Director of the United States Patent and Trademark Office




Page 2 of 4

6,839,541 B2

Sheet 2 of 4

Jan. 4, 2005

U.S. Patent

L'DI4
mn mm mm
NGGE /o/iﬁio/ifof:\o
S \EAVANDNY AR SRV ANV AR VA AN VAN 74
RYPRPARPALGSA
NV RNV V24
R(J&
R\,V//W}\A\llmm
¢ —F g7
4 NENCEL

¢ T

¢ 13T

| 13AT1

0 131




Page 3 of 4

6,839,541 B2

Sheet 3 of 4

Jan. 4, 2005

U.S. Patent

white

DOMINATEE messages

DOMINATOR message
from afl low—rank neighbors

from a neighbor

black

DOMINATOR
message from a white child

FIG.2




Page 4 of 4

6,839,541 B2

Sheet 4 of 4

Jan. 4, 2005

U.S. Patent

s g 1@ 1AW
= \\\\ ,/f m ¢ P \\\\\ //“ ¢ 0 \\\ W LVI |/./. b ¢
A a%:%_v-- g 850~ ileflers op _
: ~ 1 N, 1 1 ~
I = T N 0 I
// g




