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Preface

This Proceedings of the XLIII International Symposium on Multiparti-

cle Dynamics (ISMD 2013) contains summaries of some of the outstanding

research presented at the 2013 meeting. The 2013 Symposium was held at

the Illinois Institute of Technology (IIT) in Chicago, Illinois over Septem-

ber 15–20. The Symposium was jointly organized by the IIT College of

Science and the High Energy Physics Division of Argonne National Labo-

ratory. More than 100 participants from nearly 20 countries participated in

the Symposium to review progress and discuss upcoming issues in the fields

of high-energy physics, nuclear physics and astrophysics.

The International Symposium on Multiparticle Dynamics (ISMD) is a

major international high-energy conference which attracts participants with

a common interest in reactions involving a large number of particles. From

the beginning, the goal was to bring experimentalists and theorists together

to discuss all aspects multiparticle dynamics, from new analysis techniques

to the latest discoveries.

ISMD 2013 is the latest in a series of Symposia with a long and well es-

tablished history. The meeting started more than forty years ago in Paris,

with a goal of understanding inelastic collisions with several hadrons in the

final state. Before that first conference the attention in the field had mainly

concentrated on elastic collisions, but the presence of “background” inelas-

tic events with several low-pT hadrons in the final state was fairly sizable

and puzzling. There were very few theoretical models at the time explaining

multi-hadron production. One of the popular descriptions was the longitu-

dinal phase-space model by L. Van Hove, which attempted to describe the

existing experimental data. In those days, Polish and Russian groups were

active in analysis of inelastic data. Therefore, the goal of that first meeting

was to set up a dedicated international conference to discuss multi-hadron

production in QCD. The plan was to alternate the Symposium’s location

between Eastern and Western countries, which were divided at that time

by the Iron Curtain.

After forty years of increasing energy and instantaneous luminosity in

both high energy and nuclear experiments, final states with tens of thou-

sands of hadrons have become commonplace. The numbers of identified

jets at the Large Hadron Collider (LHC) at CERN can be as high as the

multiplicities of hadrons measured some twenty or thirty years ago. Thus,
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one can apply similar statistical techniques to analyze jets as those used

for hadrons a few decades ago. Experimental research has become more

theory-dependent as we have entered an era of precision measurements of

the Standard Model which were once buried by QCD backgrounds. Theory

has advanced to incorporate non-perturbative and perturbative QCD cal-

culations up to next-to-next-to-leading order, analytical perturbative QCD

through modified leading-log approximations, and the local parton-hadron

duality hypothesis that relates parton spectra with observed hadrons. De-

tailed Monte Carlo models also became available, embedding various phe-

nomenological approaches for soft QCD and experimental data into a nu-

merical simulation for simulation of physics on an event-by-event basis.

Essentially, every aspect of multiparticle dynamics in elementary-particle

and heavy-ion collisions was discussed at ISMD 2013. Between the all-day

plenary sessions and the Monday evening poster session, the Symposium

covered a number of topics, including underlying event studies, aspects

of jet measurements (inclusive jets, inter-jet activity, multijet production),

searches involving multi-object final states, and boosted jet techniques. A

special session was dedicated to heavy ion collisions, which look very similar

to the busy pp-collisions expected at future high-luminosity LHC runs. In

addition, there were talks on multiparticle dynamics in astrophysics — an

area of continually growing interest as large data sets become common.

Along with general discussions of multiparticle phenomena, several new

experimental results were presented from the LHC experiments at CERN,

as well as from Fermilab’s Tevatron, the HERA collider at DESY, Jefferson

Lab, the Relativistic Heavy-Ion Collider at Brookhaven, and the BaBar

experiment at SLAC. In addition, several talks covered recent progress in

theoretical QCD calculations, including Monte Carlo simulations, attempts

to model and control the underlying event, searches for exotic processes

using boosted jet techniques, multiparticle correlations, diffractive physics,

and searches beyond the Standard Model using multi-object final states.

A primary theme that emerged from discussions at ISMD this year is

the striking similarity between proton-proton collisions and heavy-ion colli-

sions. This similarity, which exhibits itself in the high detector-occupancy

of proton-proton collision events, presents significant challenges for future

high-precision physics. A critical question for the next decade will be how

to maintain energy resolution and reconstruction with a large contribution

from multiple proton-proton interactions (pileup). Many participants ex-

pressed their concern that continued access to low-pT jet physics is essential

for future of the field.

The Symposium concluded with two views of the future of multiparticle

dynamics. Chip Brock of Michigan State University discussed the conclu-

sions of the Snowmass series of planning meetings that took place in the US
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throughout 2012-2013. James Bjorken of SLAC concluded with a historic

perspective of QCD. He considered the connections between outstanding

issues that span nuclear physics, high-energy physics and cosmology, and

encouraged a broad examination across the subdisciplines for answers.

The Symposium was mainly focused on testable predictions and pre-

cision measurements of Standard Model physics. The organizers provided

an example of successful prediction by purchasing umbrellas for the partic-

ipants one month in advance of the conference. The prediction of a rainy

September in Chicago was confirmed in record fashion on the third day of

the conference. The organizers wish similar success for all of the predictions

discussed at the meeting.

The success of ISMD 2013 could not have occurred without the dedi-

cated work of the International Advisory Committee, the Local Organizing

Committee, the session Chairs, the secretaries, and the vocal and excited

participants. We thank everyone involved, and are grateful for financial sup-

port from the U.S. Department of Energy, the National Science Foundation,

the European Organization for Nuclear Research, the Deutsches Elektronen-

Synchrotron and Research Centre of the Helmholtz Association, and the

Illinois Institute of Technology College of Science. We now invite the reader

to explore the summaries of research presented at the XLIII International

Symposium on Multiparticle Dynamics.

Sergei Chekanov

Zack Sullivan

March 31, 2014
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Overview of Higgs results from CMS

Petra Merkel for the CMS collaboration

Purdue University, Department of Physics,
525 Northwestern Avenue, 47906 West Lafayette, IN, USA

In this article we present an overview of Higgs boson results from the
CMS Collaboration as presented at the ISMD13 conference.

1. Introduction

With the discovery of the Higgs boson by the CMS and ATLAS col-
laborations [1] new questions have arisen that need to be addressed. In
particular, we need to measure if the new boson couples to the standard
model (SM) particles at appropriate levels. Are the signal strengths, where
observed, at the correct SM levels? Is the new boson a scalar, and not a
pseudo-scalar or a tensor? We need to understand if this is the only new
boson, and not one of several, and we need to measure if it couples to it-
self. Luckily, its mass of about 125 GeV allows us to answer many of these
questions experimentally. In this article we present the current status of the
ongoing analyses that contribute to these answers. We will show results for
the dominant gluon-gluon fusion production process, as well as for vector
boson fusion and associated production. The measurements are pursued in
various decay channels, both in Higgs decays to vector bosons as well as
fermions. Unless otherwise stated, the results are based on the full dataset
from Run1 of the LHC, about 25 fb−1.

2. Couplings to vector bosons

2.1. H→ ZZ→ 4`

The cleanest channel with the best Higgs mass resolution is the decay
of the Higgs to a pair of Z bosons, which in turn decay to two electrons or
muons each [2]. Figure 1 shows the four lepton invariant mass spectrum.
The data from the full dataset are overlaid with background expectations
from Zγ∗ and ZZ as well as inclusive Z production. Contributions from
single Z decay to four leptons can be around the Z mass, while the SM
process of on-shell ZZ production is found around 200 GeV and above. A
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Fig. 1. Data from the H → ZZ → 4` search channel are shown overlaid with SM
background expectations. A simulated SM Higgs signal at 126 GeV is indicated as
well.

clear excess of events above background expectations can be seen around
126 GeV, consistent with a SM Higgs signal.

The Higgs boson is observed as a narrow resonance with a local signif-
icance of 6.7 standard deviations, at a measured mass of mH = 125.8 ±
0.5(stat.)± 0.2(syst.) GeV. The production cross section of the new boson
times the branching fraction to four leptons is measured to be 0.91+0.30

−0.24
times that predicted by the SM (signal strength). Its spin-parity properties
are found to be consistent with the expectations for the SM Higgs boson.
The hypothesis of a pseudo-scalar and all the tested spin-one boson hy-
potheses are excluded at a 99% confidence level or higher. All the tested
spin-two boson hypotheses are excluded at a 95% confidence level or higher.

2.2. H→WW→ `ν`ν

In the channel where the Higgs decays to a pair of W bosons, which
subsequently each decay into a lepton and a neutrino [3], CMS sees a broad
enhancement in data compared to the background only hypothesis, which
is consistent with the SM Higgs boson of mass around 125 GeV and has a
statistical significance of 4 standard deviations for this mass, see Figure 2.
This result provides evidence for a Higgs-like particle decaying to W+W−.
Additional SM Higgs-like bosons are excluded in the mass range 128− 600
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Fig. 2. Expected and observed significances are shown in the Higgs mass range of
110 − 600 GeV for the H → WW → `ν`ν search channel. A simulated SM Higgs
signal with a Higgs mass of 125 GeV is indicated for comparison as well.

GeV at 95% confidence level.
The best fit value of the signal strength for mH = 125 GeV is found to

be 0.76±0.21. The hypothesis of the SM Higgs boson for quantum numbers
and couplings is tested against the spin-2 hypothesis of a narrow resonance
produced through gluon-gluon fusion and with minimal couplings to the
W+W− pair. Assuming the best fit value of the signal strength obtained for
the individual hypotheses, the observed separation is 0.5 and 1.3 standard
deviations away from the expected values for the SM Higgs hypothesis and
the spin-2 hypothesis, respectively.

2.3. H→ γγ

One of the discovery channels is where the Higgs boson decays to a
pair of photons [4]. Despite a large cross section times branching ratio this
channel is very challenging because of a large SM background. Figure 3
shows the measured 95% exclusion on the signal strength compared to the
SM expectation and to the background-only hypothesis.

The signal strength at mH = 125 GeV is measured to be 0.78+0.28
−0.26. The

significance of the signal in this channel alone is exceeding 3σ. A fit to the
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Fig. 3. The 95% upper limit on the signal strength of a Higgs boson decaying to
two photons. The symbol σ/σSM denotes the production cross section times the
relevant branching fractions, relative to the SM expectation. The background-only
expectations are represented by their median (dashed line) and by the 68% and
95% CL bands.

di-photon invariant mass distribution in data results in a measured mass of
mH = 125.4± 0.5(stat.)± 0.6(syst.) GeV.

3. Couplings to fermions

3.1. H→ bb̄

Due to the very large SM background in the gluon fusion production of
this channel, we are presenting measurements only in the associated produc-
tion and vector boson fusion. In the associated production, where the Higgs
boson is created in addition to a vector boson, a W or a Z, which then decays
subsequently into leptons, while the Higgs decays into a pair of b-quarks [6],
the following channels have been taken into account: W(→ µν)H(→ bb̄),
W(→ eν)H(→ bb̄), W(→ τν)H(→ bb̄), Z(→ µµ)H(→ bb̄), Z(→ ee)H(→
bb̄) and Z(→ νν)H(→ bb̄). We observe a broad excess of events com-
pared to background expectations consistent with the production of the SM
Higgs boson. Figure 4 shows the simulated background-subtracted invariant
mass distribution, mbb̄, for the combination of these production and decay

4



Fig. 4. Weighted bb̄ invariant mass distribution, combined for all channels. All
backgrounds, except di-boson processes, are subtracted.

channels. A combined significance for mH = 125 GeV is derived to be 2.1
standard deviations, while the signal strength is measured to be 1.0 ± 0.5
times the SM expectation.

In the vector boson fusion production we present a first measurement by
using two forward jets to tag the events [7]. No excess is yet being observed
in this channel alone.

3.2. H→ ττ

We are presenting results using the full Run1 dataset and by combining
gluon fusion and vector boson fusion production modes using the following
final states: eµ, µµ, eτh, µτh and τhτh, as well as associated production
modes, WH and ZH, with the following final states: `ν`τh, `ντhτh and
``τhτh [8]. An emerging signal can be seen in Figure 5, which shows the
invariant mass of the τ -pairs for a subset of the above mentioned channels.

The observed signal above background formH = 125 GeV is 2.9 standard
deviations for all H→ ττ decays under study. When combining this result
with the H→ bb measurements, we obtain an evidence for the Higgs boson
coupling to fermions of 3.4 standard deviations.
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Fig. 5. Combined observed and expected mττ distribution for the µτh, eτh, eµ
and τhτh channels. The distributions obtained in each category of each channel
are weighted by the ratio between the expected signal and background yields in
the category. The insert shows the corresponding difference between the observed
data and expected background distributions, together with the expected signal
distribution for a SM Higgs signal at mH = 125 GeV, with a focus on the signal
region.

4. Standard model combination

We have combined the SM Higgs measurements in the various channels
with each other [10]. The signal strength is measured and found compatible
in a multitude of production and decay channels as summarized in Figure 6.
All channels are found compatible with the SM Higgs hypothesis. The
sensitivity of the measurements will be vastly improved in Run2 of the
LHC.

The mass of the observed state has been measured to be mH = 125.7±
0.3(stat.) ± 0.3(syst.) = 125.7 ± 0.4 GeV. We derive the coupling strength
to fermions and vector bosons and find that the combined results are com-
patible within 1.5 standard deviations with the SM Higgs boson.

In order to determine the spin and tensor structure of the newly observed
boson, several alternative models have been tested against the SM Higgs
hypothesis of 0+, such as 0−, 1+, 1− and 2+, and the preferred solution has
been found to be the SM one.
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Fig. 6. Values of µ = σ/σSM for the combination (solid vertical line) and for sub-
combinations (points). The vertical band shows the overall µ value 0.80 ± 0.14.
The horizontal bars indicate the ±1σ uncertainties on the µ values for individual
channels; they include both statistical and systematic uncertainties. Left: grouped
by decay mode. Right: grouped by signature enhancing specific production mech-
anisms.

5. Beyond the standard model

There are many possibilities that change the precise predictions of the
minimal Higgs sector of the SM. There could be a fourth, heavy, generation
of fermions (SM4), which would modify the Higgs couplings and enhance
the SM4 Higgs cross section over the SM one. This has already been ruled
out over the entire parameter space with the 7 TeV data alone. The Higgs
boson could be fermiophobic, which means that the mass of the fermions has
a different origin than the Higgs. This would change the low mass Higgs
production and decays dramatically and has also been ruled out for the
newly observed boson at 125 GeV [11]. One conceivable expansion of the
SM Higgs could be the two Higgs doublet model (2HDM), in which multiple
Higgs bosons exist: three neutral and two charged ones, as required for
example by the minimal supersymmetric models (MSSM). There are other
models with even more Higgs bosons. Within the Run1 dataset collected by
the CMS experiment we are looking for additional Higgs bosons, preliminary
results have been presented [12, 13]. An additional SM-like Higgs boson is
excluded for masses up to 1 TeV.
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6. Summary

We have seen an impressive performance of the LHC and the CMS detec-
tor during the Run1 data taking period. The CMS collaboration successfully
covered a large Higgs program over the past years [14]. The observation of
the new boson was confirmed by the latest data. Everything points to a
standard model-like Higgs boson. We are currently preparing for the new
data to come in Run2, which will be the starting point of a new era: preci-
sion measurements of Higgs properties and new channels, searches beyond
the standard model, and many more.
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Boosted heavy particles and jet substructure with the CMS
detector

Ivan Marchesini on behalf of the CMS Collaboration

University of Hamburg, Germany

In the last years, the understanding of jets and jet substructure has
become increasingly important, in particular in the context of new physics
searches. Many new physics models involve highly boosted hadronically-
decaying particles, which result in jet-like objects with large masses and
an intrinsic substructure. Discrimination of these heavy jets from ordinary
quark and gluon jets is possible through a plethora of new techniques.
The understanding of jets can be exploited also for the identification of
pileup jets and for the discrimination between quark jets and gluon jets.
A sampling of these techniques is discussed together with their validation
on collider data recorded in proton-proton collisions at

√
s = 8 TeV with

the CMS detector in the year 2012. The commissioning in the boosted
regime of algorithms used to identify jets originating from bottom quarks
is also discussed. Many studies have highlighted the potential of using jet
substructure techniques to improve the sensitivity in physics searches. An
overview of recent CMS results employing these techniques is presented.

1. Introduction

The LHC has crossed new energy frontiers in particle physics, where

searches for new physics beyond the Standard Model (SM) typically involve

objects with very large transverse momenta (pT ). In this regime the re-

sulting decay products for hadronic decays of heavy particles tend to be

collimated and can fall within a single jet (“fat-jet”). In this case, selec-

tions based on multiple jet searches cannot be applied and jet substructure

is necessary to identify (“tag”) the particle initiating the jet.

Jets are reconstructed at CMS [1] by clustering the objects (“candi-

dates”) reconstructed using a particle flow (PF) approach [2, 3]. The list of

neutral and charged particle candidates produced by the PF reconstruction

are typically clustered using an anti-kT algorithm of radius R=0.5 (AK5) [4].

For some studies, jets are reconstructed with the Cambridge-Aachen algo-

rithm, either of radius R=0.8 (CA8) or R=1.5 (CA15) [5].

The performance of jet substructure observables used to identify merged

hadronic decays of W bosons (W-jets) has been extensively studied at
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CMS [6]. Section 2 discusses the results achieved. An algorithm devel-

oped to reconstruct highly boosted, hadronically-decaying top quarks [7]

is described in Section 3. A wide range of physics processes is character-

ized by jets arising from the hadronization of bottom quarks (b-jets) and

the ability to identify b-jets (b-tagging) is a fundamental prerequisite for

several analyses. Section 4 summarizes a first study at CMS, dedicated to

the commissioning of b-tagging algorithms in boosted topologies [8]. Two

benchmark topologies are considered, with boosted tops and with boosted

Higgs decaying to bb̄. Section 5 discusses the use of jet shape information

to reduce the incidence of jets from pileup (PU) [9]. A likelihood discrim-

inator based on a similar concept, capable of distinguishing between jets

originating from quarks and from gluons, is presented in Section 6. Finally,

several of the presented tools have already been used in searches for physics

beyond the SM, as shown in Section 7.

2. Identification of hadronically decaying W bosons

To study the discrimination of W-jets from gluon- and quark-initiated

jets (referred to as QCD jets), a number of topologies are considered. A

semileptonic tt̄-enriched sample provides a source of W-jets in data. To

study the misidentification of W-jets two topologies are analyzed, namely

dijet and W+jet, where the W decays leptonically [10, 11].

The main observable to identify W-jets is the CA8 jet mass, which can be

improved by grooming methods such as pruning [12, 13]. A good W-tagging

performance is achieved selecting pruned jet masses between 60 GeV/c2 and

100 GeV/c2. Possible improvements can be achieved by exploiting addi-

tional information from jet substructure, such as the mass drop µ [14] or

the N-subjettiness τN [15]. The performance of various substructure ob-

servables combined with the pruned jet mass requirement is shown in Fig. 1

(left). The most performing variable is the N-subjettiness τ2/τ1. A com-

bination of the observables in a Likelihood and a Multi-layer Perceptron

Neural Network (MLP) multi-variate discriminant is also shown.

A general good agreement between data and Monte Carlo is observed for

the substructure variables considered. Small discrepancies in the W-tagging

performance between data and simulation can be taken into account apply-

ing to simulation scale factors (SF). The SF extraction is done estimating

the W-tagging selection efficiency in data and simulation, based on a tt̄ con-

trol sample. For a W-tagger based on a τ2/τ1 requirement and on a pruned

jet mass selection the computed scale factor is 0.905±0.08. The pruned jet

mass distribution is shown in Fig. 1 (right).
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Fig. 1. Left: W-tagging performance for various discriminant observables in a low

jet pT region, 250-350 GeV/c. Right: Pruned jet mass distribution in a semi-

leptonic tt sample, for jets satisfying a τ2/τ1 requirement.

3. Boosted top jet tagging

The CMS top-tagger is based on the algorithm developed by Kaplan et

al. [16] and uses CA8 jets. The algorithm seeks the subjets of the top fat-

jet reversing the clustering sequence. With a first primary decomposition

the algorithm attempts to split the jet into two subclusters. A following

secondary decomposition attempts to split the clusters found by the primary

decomposition. The three highest pT subjets found are examined pairwise

and the invariant mass of each pair is calculated. The jet is identified as

top if the jet mass is close to the top quark mass, at least three subjets are

found and the minimum pairwise mass is greater than 50 GeV/c2. Good

performances are achieved for jets with pT > 400 GeV/c, when the decay

products are collimated enough to be clustered in a single jet (Fig. 2, left).

The performance of the CMS top-tagger is evaluated in [17], using

a semileptonic tt̄ control sample and obtaining a data-to-simulation SF=

0.926 ± 0.03. The misidentification probability is measured using an anti-

tag and probe method. Events with two or more jets are selected, with

the two leading jets having pT > 400 GeV/c. One jet is required to fulfill

all the top-tagging requirements, except from asking the minimum pairwise

mass to be lower than 30 GeV/c2, enriching the sample in QCD events.

The top-tagging efficiency on the second jet with pT > 400 GeV/c gives a

measurement of the misidentification probability (Fig. 2, right).
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Fig. 2. Left: Simulated mistag rate versus efficiency for the CMS-top-tagger. The

efficiency is calculated on seven Z′ → tt samples with Z′ masses between 750 GeV/c

and 4 TeV/c. The mistag rate is calculated on a QCD dijet sample. Right: Mistag

rate of the CMS-top-tagger as a function of jet pT , measured in data using an

anti-tag and probe method.

4. B-tagging in boosted topologies

The b-tagging performance in event topologies with boosted top quarks

is studied in samples of simulated T′T
′ → tHTH events with a T′ mass

of 1 TeV/c2. Merged hadronic decays of top quarks are selected using the

HEPTopTagger algorithm [18], which is based on CA15 jets and produces

three subjets. Event topologies with boosted Higgs bosons are studied in

samples of simulated B′B
′ → bHbH events with a B′ mass of 1 TeV/c2 and

1.5 TeV/c2. Smaller CA8 jets are used in this case and two subjets are

clustered using the pruning technique. For both channels the Combined

Secondary Vertex (CSV) b-tagging algorithm is adopted [8].

Two b-tagging approaches are considered: (i) application of b-tagging

to fat-jets, (ii) application of b-tagging to subjets, which are reconstructed

within fat-jets. As exemplified in Fig. 3 (left) for the top channel, subjet

b-tagging overall outperforms the fat-jet tagging. Dedicated studies using

suitably defined control samples have been performed to validate b-tagging

in the boosted environment. The level of agreement present in the boosted

regime is found to be as good as in the non-boosted regime for isolated AK5

jets. The SF for the non-boosted and for the boosted regimes are found to

be in perfect agreement.
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5. Pileup jet identification

Identification of PU jets is performed in two ways at CMS, either using

vertex information or through the use of jet shape information. As some

fraction of charged particles in PU jets is typically not pointing to the

vertex of the primary proton-proton interaction, the removal of PU based

on vertex information is highly efficient. However, it can only be applied

in the central region of the detector, where tracking is available. Jet shape

information can be exploited to extend the identification of PU jets beyond

the tracker acceptance. The most discriminating variable is shown in Fig. 3

(right), given by the radial extension of the jet, with respect to the jet axis:

〈∆R2〉 =
∑

i ∆R2

i p
2

T i/
∑

i p
2

T i, where i runs over the jet PF-candidates.

Shape and tracking information are combined using a boosted decision

tree, known as PU-jet multivariate analysis (MVA). The performance of the

MVA is evaluated in simulated Z → µµ events and on data using a control

sample of Z(→ µµ)+jets, where the jet recoiling against the Z is used as

probe. For central jets the performance is excellent and signal efficiencies

up to 99% can be achieved for PU rejections of 90-95% (85%) for 30 GeV<
pT < 50 GeV (20GeV < pT < 30 GeV). The performance degrades for large

|η| values, but still the fraction of PU jets can be significantly reduced. The

agreement between data and simulation is generally good, with maximum

discrepancies up to ∼20% in the forward region.
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6. Quark-gluon discrimination

Hadronic jets initiated by gluons exhibit a different behaviour with re-

spect to jets from light-flavor quarks. They are characterized by a higher

charged particle multiplicity, by a softer fragmentation function and are less

collimated. Observables sensitive to these differences can be combined in a

multivariate analysis to develop a quark-/gluon-jet discriminator. This is

useful for analyses reconstructing hadronic final states with a specific num-

ber of jets from light-quarks or to reduce combinatorial backgrounds in the

mass reconstruction of heavy particles decaying into distinct jets.

The first discriminating variable is the multiplicity of the charged PF

candidates. The jet width is quantified by the minor axis of the ellipse

approximating the η − φ jet shape. Finally, a variable sensitive to the

fragmentation function is defined as:
√

∑

i p
2

T,i/
∑

i pT,i, where the index i

runs over the PF jet candidates. The performance of the likelihood-product

discriminator of these observables is shown in Fig. 4 (left).

The validation on data is performed on two samples: Z+jets events,

which are quark-enriched, and dijet events, which are gluon-enriched. While

the quark efficiency is simulated with a 5% precision, the discriminating

performance of gluons is worse in data by up to 15%.

7. Searches employing substructure

Several searches at CMS have highlighted the potential of substructure.

The CMS top-tagger has been used in searches for tt̄ resonances, manifesting

themselves in an enhancement of the invariant mass distribution mtt̄ of the

tt̄ system [19]. Several extensions of the SM suggest the existence of such

resonances, for instance Kaluza-Klein excitations of particles or additional

heavy gauge bosons, referred to as Z′, decaying predominantly to tt̄. The

fully hadronic final state is selected requiring two top-tagged jets with large

pT . No excess of events above the yield expected from the SM is observed

and limits on the production cross section times branching fraction are set

(Fig. 4, right). Depending on the specific model, non-SM resonances with

masses below 2.1-2.7 TeV/c2 are excluded at the 95% CL.

In explaining the features of electroweak symmetry breaking for sce-

narios beyond the SM, boosted final states with vector-like heavy quarks

are typically present. In [20] an inclusive search for the pair production of

vector-like bottom quark partners B′ that decay into tW, bZ or bH final

states is performed. To select highly boosted W, Z or Higgs bosons that

are merged into a single jet, a tagger is employed based on the pruned jet

mass and on the mass drop observable. No significant excess of events is

observed with respect to the SM expectations. A 95% CL limits between
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resonances with Γ(Z′)/M(Z′)=1.2% compared to theory predictions.

582 GeV/c2 and 732 GeV/c2 are set on the B′ mass for various decay branch-

ing ratios. In [21] a search for the production of heavy partners of the top

quark with charge 5/3 is performed, assuming 100% braching ratio to tW.

Both top-tagging and W-tagging are exploited by this study, which sets a

lower limit on the mass of the heavy quark of 770 GeV/c2 at the 95% CL.

A search for an heavy partner of the top quark with charge 2/3 has been

also performed [22], scanning all the possible branching ratios between three

assumed decay modes: bW, tZ, and tH. The search in a final state with a

single lepton has been performed using a multivariate analysis, exploiting

both W- and top-tagging. Limits between 687 GeV/c2 and 782 GeV/c2 at

the 95% CL are quoted for the heavy quark mass.

N-subjettiness and the pruned jet mass substructure variables are em-

ployed in [23, 24] to select final states with boosted hadronic decays of W

and Z bosons, predicted by several models of physics beyond the SM. For

instance, a Randall-Sundrum graviton decaying to WW or ZZ or a heavy

partner of the SM W boson W′ which decays to WZ. Limits are set on the

mass of the heavy particle, depending on the model. A heavy W′ decaying

to WZ is excluded for masses up to 1.73 TeV/c2 at the 95% CL.

8. Conclusions

Jet substructure techniques are discussed, developed for the identifica-

tion of boosted hadronically decaying particles and for the discrimination
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of jets with different flavors or not coming from the primary proton-proton

collision. These tools are tested against data collected at the CMS experi-

ment, observing extremely good performances, in particular in the context

of new physics searches.
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Hadronic final states in high-pT QCD at CDF

Keith Matera, on behalf of the CDF collaboration

University of Illinois at Urbana-Champaign

The heavy quark content associated with gauge boson production is
of great interest to studies of QCD. These events probe the gluon and
heavy-quark parton distribution functions of the proton, and also provide
a measurement of the rate of final state gluon splitting to heavy flavor.
In addition, gauge boson plus heavy quark events are representative of
backgrounds to Higgs, single top, and supersymmetric particle searches.
Recent work with the CDF II detector at the Fermilab Tevatron has mea-
sured the cross-section of several gauge boson plus heavy flavor production
processes, including the first Tevatron observation of specific charm process
pp̄ → W + c. Results are found to be in agreement with NLO predictions
that include an enhanced rate of g → cc̄/bb̄ splitting. Lastly, a new analysis
promises to probe a lower pT (c) region than has yet been explored, by fully
reconstructing D∗ → D0(Kπ)π decays in the full CDF dataset (9.7 fb−1).

1. Introduction

The study of gauge boson (γ/W/Z) plus heavy quark Q (b and c) pro-
duction in hadronic collisions provides valuable information about the na-
ture of QCD in accelerator events.

Measurements of these events are sensitive to the gluon and heavy-quark
parton distribution functions of the proton. While convention assumes that
charm and bottom quarks in the proton arise only from gluon splitting,
there are other models that allow for intrinsic heavy quarks in the proton [1].
Measuring the cross-sections of pp̄ → γ/W/Z+b/c production tests these
models, as well as measuring the rate of final-state gluon splitting to heavy
quarks [2, 3]. Previous work has suggested that the rate of final-state gluon
splitting to heavy quarks is roughly twice as large as that predicted by
PYTHIA simulations [4–6].

Careful measurement of gauge boson plus heavy flavor cross-sections
could also lead to a better understanding of other processes. The final state
of pp̄ → γ/W/Z+b/c events are similar to the final states of neutral and
charged Higgs boson production, single top production, and supersymmetric
top quark production.
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The CDF II detector at the Fermilab Tevatron [7] is well-suited to search
for these events. The CDF II is a cylindrical detector with approximate
azimuthal and forward-backward asymmetry. Three separate silicon mi-
crostrip detectors near the beampipe allow vertex reconstruction of prompt
decays with a resolution of 30 µm in the transverse direction (60 µm along
the beamline). The central outer tracker (COT), an open-cell drift cham-
ber, provides excellent track resolution from a radius of 40 − 137 cm. The
COT and silicon detectors are immersed in a 1.4 T magnetic field parallel to
the beamline, sourced by a solenoid outside of the COT. This field provides
charge identification through track curvature. Electromagnetic calorime-
ters outside of the solenoid provide photon and electron identification, while
hadronic calorimeters and muon chambers allow the identification of neu-
tral hadrons and muons, respectively. A three-layer trigger system identifies
events of interest, including those with secondary vertices (such as charm
and bottom events), and those with high-pT photon or lepton candidates
(such as gauge-boson events).

In this paper, we first discuss recent CDF measurements of γ+b/c cross-
sections [8], and then move onto observations of W/Z+b/c events [9, 10]. We
conclude with a new approach at CDF for identifying W/Z + c events [11].

2. Prompt photon + heavy flavor

We begin by discussing a recent CDF analysis of γ+b/c cross-sections [8].
Direct photon production in association with heavy flavor is dominated by
gQ→ γQ for EγT < 100 GeV/c. At higher EγT , production is dominated by
quark-antiquark annihilation qq̄ → γg → γQQ̄ [12].

To identify these events, a photon candidate must first be identified
which satisfies EγT > 30 GeV/c and η < 1.04. An artificial neural network,
constructed from isolation variables and calorimeter- and strip-chambers-
shape information, is used to reduce background among the candidates [13].

Once a photon candidate has been tagged, jets are reconstructed using
the JETCLU algorithm with cone radius R =

√
(∆φ)2 + (∆η)2 < 0.4. At

least one jet with ET > 20 GeV and |η| < 1.5 must be classified as a
heavy-flavor jet using a secondary-vertex tagger [14], and this jet must be
reconstructed in a volume outside of the R = 0.4 cone surrounding the
photon candidate. If multiple jets pass these cuts, the jet with the highest
ET is selected for further analysis.

The invariant mass MSecV tx of the system of charged particles originat-
ing at the secondary vertex is then calculated, assuming that all particles
are pions. The MSecV tx distribution is fit using templates for b-, c-, and
light quark jets constructed with PYTHIA [15].

Results, reported as a differential cross-section, are compared to Monte
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Carlo predictions (Figure 1). The NLO pQCD predictions agree with data
for low EγT , but do not well describe the data for EγT > 70 GeV. This is true
for both the charm- and bottom-jet cross-sections. This can be explained
by noting that in this high-EγT regime, the dominant production process is
qq̄ → γg → γQQ̄, which is present only to leading order in NLO predictions.
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Fig. 1. Measured differential cross-sections compared with theoretical predictions.
The left plots show absolute comparisons. The right plots show the ratios of data to
theoretical predictions, with PYTHIA predictions scaled by 1.4. Scale uncertainties
are shown for the NLO and kT -factorization predictions.

The kT -factorizations and SHERPA are in agreement with the measured
cross-sections. PYTHIA can be made to agree well with data by doubling
the rate for g → bb̄/cc̄, and scaling the prediction by a factor of 1.4.
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3. W + c production

We now consider a recent CDF search [9] for the specific charm produc-
tion process pp̄ → Wc. To first order, this process proceeds as gq → Wc,
where q is a d, s, or b quark. In pp̄ collisions, the larger d quark PDF is
overridden by the small quark-mixing Cabibbo-Kobayashi-Maskawa (CKM)
matrix element |Vcd|, such that about 80% of Wc production is due to
strange-quark gluon fusion. Therefore, pp̄→ Wc production is sensitive to
the s and g PDFs of the proton [2, 3], as well as CKM matrix element |Vcd|.

In this search [9], the W boson is identified through leptonic decay by
looking for an electron (muon) with ET > 20 GeV (pT > 20 GeV/c), in
events with missing energy 6ET > 25 GeV. The charm quark is identified by
looking for semi-leptonic decays of the charm hadron: an electron or muon
candidate within a jet (EjetT > 20 GeV and |ηjet| < 2.0). This is referred to
as “soft lepton tagging” or “SLT`” [16–19].

Charge conservation in the process pp̄→ W + c allows only final states
in which the W and c are oppositely charged. As such, the final state
must involve two oppositely-signed leptons. The pp̄ → W + c production
cross-section is found as

σWc =
NOS-SS

tot −NOS-SS
bkg

SA
∫
Ldt

(1)

where NOS-SS
tot (NOS-SS

bkg ) is the difference in the number of OS and SS

events in data (background). A is the acceptance times efficiency for iden-
tifying Wc events, and S = (NOS

Wc−N
SS
Wc)/(NOS

Wc +NSS
Wc) accounts for the

charge asymmetry of the real reconstructed Wc events. Both A and S are
derived from a Monte Carlo simulation of Wc events and the CDF detector.

Accounting for background, the final result yields σWC× B(W → `ν) =
13.6 ± 2.2(stat)+2.3

−1.9(syst) ± 1.1(lum)pb = 13.6+3.4
−3.1pb for pTc > 20 GeV/c,

|ηc| < 1.5. This agrees with a NLO calculation over the same phase space
of 11.4 ± 1.3 pb [9]. Figure 2 shows the measured SLT muon and electron
pT distribution spectra as measured in data.

4. Z + b production

Another CDF search [10] measures the production cross section of b jets
with a Z boson, using 9.1 fb−1 of data. An artificial neural network is used
to improve lepton identification efficiency for leptonic decays Z → µµ/ee.
Jets are identified using the MidPoint algorithm with a cone size of R = 0.7,
and a merging/splitting fraction set to 0.75. Jets are required to have
corrected pT ≥ 20GeV/c and |Y | ≤ 1.5. To be considered a b jet candidate,
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Fig. 2. The soft muon and soft electron pT distributions. The Wc contribution
shown is normalized to the measured cross section.

a jet must also have a reconstructed secondary vertex within a cone of 0.4
with respect to the jet axis.

As in [8], the fraction of jets that contain bottom hadron decays is found
by fitting the MSecV tx distribution of these reconstructed secondary vertices
with b, c, and light flavor jets templates. The fraction of inclusive Z that
are produced in association with a b jet is found to be σZ+bjet/σZ = 0.261±
0.023(stat)± 0.029(syst)%. The fraction of Z + jet events with at least one
bottom jet is found to be σZ+bjet/σZ+jet = 2.08± 0.18(stat)± 0.27(syst)%.
These measured cross-section ratios are found to be larger than those of
the ALPGEN prediction by a factor of 1.6 [10], but are in agreement with
MCFM within uncertainty (Table 1).

Table 1. Cross section ratios as calculated by MCFM. Within uncertainty, these
results agree with measurements in data.

NLO Q2 = m2
Z + p2

T,Z NLO Q2 =< p2
T,jet >

σ(Z+b)
σ(Z) 2.3× 10−3 2.9× 10−3

σ(Z+b)
σ(Z+jet) 1.8× 10−3 2.2× 10−3

The differential cross section measurements for Z+b jet production as a
function of jet pT is shown in Figure 3. These measurements have a large
statistical uncertainty (∼16%), but are in good agreement with NLO theory
evaluated with MCFM predictions.
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Fig. 3. The left panel displays the measured Z+b jet differential cross section
with respect to the inclusive Z differential cross section, as a function of b jet
pT . The right panel shows the ratios of data to theoretical predictions at different
renormalization and factorization scales.

5. A new approach to W/Z + c at the Tevatron

Bottom and charm production in W/Z events at the Tevatron has, to
date, been measured primarily by identifying heavy flavor in W/Z plus jet
events. The standard procedure is to find candidate jets with a secondary
vertex and EjetT > 15 or 20 GeV, and to fit the mass distribution of the
secondary vertex MSecV tx with b-, c-, and light-jet templates (as in [8, 10]).

A new CDF analysis [11] seeks instead to identify charm content in
W/Z+c events in which the charm quark hadronizes as c→ D∗(2010). First,
W/Z events are selected with standard cuts of event 6ET > 25 (20) GeV and
ET > 25 GeV (pT > 20 GeV) for electron (muon) objects with low relative
isolation (Iso` < 0.1). Vertex fitting is then used to reconstruct the decay
D∗+ → D0π+ with D0 → K−π+. After cuts on track kinematics and
the mass of the reconstructed D0 vertex, the vertex mass difference ∆m =
m(Kππ)−m(Kπ) of remaining candidates is binned. The ∆m values of real
D∗ will produce a signal peak above background near ∆m = 0.1455GeV/c.
This can be fit with a signal plus background hypothesis in order to count
the number of D∗+ → D0(→ K−π+)π+ events in the sample.

This is the first application at the Tevatron of this D∗ tagging tech-
nique in a search for W/Z + c events. This approach explores a kinematic
regime with much lower average charm momentum (∼ 10 GeV) [11] than
the regime explored by jet-based studies: secondary-vertex tagging in jet
events generally considers only events with Eb,cjetT > 15 or 20 GeV.
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Thus far, this search has identified both W (→ `ν) + D∗ and Z(→
(`+`−) + D∗ events in the full CDF high-pT muon and electron datasets
(9.7fb−1) (Figure 4). As of the writing of this paper, the work is ongoing.

Fig. 4. Plots of discriminant ∆m = m(Kππ)−m(Kπ) as used to identify D∗+ →
D0(K−π+)π decays in W/Z events. Each plot is fit to a signal plus background
hypothesis. Signal can be seen above background near ∆m = 0.1455 GeV/c.

6. Summary

This is an exciting time for electroweak gauge boson plus heavy flavor
physics. Results continue to support charm and bottom event production
that may be higher than NLO predictions, highlighting the importance of
heavy flavor work in modeling data. In addition, CDF is now probing new
kinematic regimes in W/Z plus heavy flavor studies by exploring low pT (D∗)
produced in association with W/Z. Further extensions in complementary
kinematic regions may soon be made with higher statistics at the Large
Hadron Collider. This growing improvement to the state of W/Z/γ plus
heavy flavor knowledge will benefit future analyses by both furthering our
understanding of heavy flavor production, and by serving as a model for
background in increasingly-sensitive measurements of Higgs, single top and
supersymmetric particle searches.
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Particle production at large momentum transfer
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Diffractive particle production in ep collisions and coherent pp interac-
tions is studied assuming that the color singlet t channel exchange carries
large momentum transfer. The differential and total cross sections for vec-
tor meson and photon production are calculated using the non-forward
solution of the LO and NLO BFKL equation at high energy and large mo-
mentum transfer and the predictions are compared with the DESY HERA
data. Moreover, we estimate the rapidity distributions and total cross sec-
tion for the J/Ψ and ρ production in coherent pp interactions at LHC
energies. We predict large rates, which implies that the experimental iden-
tification can be feasible at the LHC.

1. Introduction

The description of exclusive diffractive processes has been proposed as

a probe of the Quantum Chromodynamics (QCD) dynamics in the high

energy limit (For a recent review c.f. Ref. [1]). It is expected that the study

of these processes provide insight into the parton dynamics of diffractive

exchange when a hard scale is present. In particular, the diffractive vector

meson and photon production at large momentum transfer is expected to

probe the QCD Pomeron, which is described by the Balitsky, Fadin, Kuraev,

and Lipatov (BFKL) equation [2, 3, 4, 5]. In this contribution, we present

a brief summary of the results obtained in Refs. [6, 7, 8], where the vector

meson and photon production at large momentum transfer were studied

considering the non-forward solution of the BFKL equation at leading order

(LO) and next-to-leading order (NLO). In particular, we have estimated the

cross sections for the ρ, J/Ψ and γ production at large-t in ep collisions at

HERA energy which can represented by the diagram presented in Fig. 1

(left panel). Moreover, we have studied vector meson production at large-t
in coherent pp interactions as represented in Fig. 1 (right panel), which is

an alternative way to study QCD dynamics at high energies.

† Speaker.
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γ∗

p

γ

X

h

h

t

x

V

Fig. 1. The exclusive photon and vector meson production at large-t in ep collisions

(left panel) and coherent pp interactions (right panel).

This contribution is organized as follows. In the next section we sum-

marize the formalism used in the calculation. Our results are presented in

Section 3 and the main conclusions are discussed in Section 4.

2. Formalism

The differential and total cross sections for diffractive particle photopro-

duction at large momentum transfer reads

dσγh→Y X

dt
=

∫ 1

xmin

dxj
dσ

dtdxj
, σtot =

∫ tmax

tmin

dt
dσγh→Y X

dt
, (1)

where h denotes a hadron, Y the produced particle (J/ψ,Υ, ρ and γ), X
the hadron fragments and

dσ

dtdxj
=





81

16
G(xj , |t|) +

∑

j

(qj(xj, |t|) + q̄j(xj , |t|))





dσ̂

dt
. (2)

Moreover, G, q and q̄ are parton distribution functions (we are using

CTEQ6L parametrization). The partonic cross section for vector meson

production is given by

dσ̂

dt
(γq → V q) =

1

16π
|AV (s, t)|2. (3)

and for photon production,

dσ̂

dt
(γ∗q → γq) =

1

16π

{

|A(+,+)(s, t)|2 + |A(+,−)(s, t)|2
}

. (4)
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The amplitudes, in both cases, have a general expression (for details, see

[7, 8]),

A ∝
∫

dν GV,γ(ν)
( s

Λ2

)ω(ν)
Iγ/V,γ(ν)Iq,q(ν) , (5)

where G depends on the produced particle, ω(ν) = ᾱsχ(1/2 + iν) is the

BFKL characteristic function and I are related with the impact factors for

the transitions γ → (V, γ) and q → q.
At leading order the BFKL function χ(γ) is given by

χLO(γ) = 2ψ(1) − ψ(γ) − ψ(1 − γ) , (6)

where ψ(z) is the digamma function. In what follows this expression is

used in our calculations of the vector meson production at large-t. Several

shortcomings are present in a leading order calculation: the energy scale Λ is

arbitrary; αs is not running at LO BFKL and the power growth with energy

violates s-channel unitarity at large rapidities. Some of these shortcomings

are reduced if we consider the NLO corrections for the BFKL kernel obtained

originally in Refs. [9, 10]. In this case, we have that

χ(γ) = χLO(γ) + αsχ
NLO(γ), ᾱs = Ncαs/π, (7)

with the χNLO function being given by

χNLO(γ) = CχLO(γ) +
1

4

[

ψ′′(γ) + ψ′′(1 − γ)
]

− 1

4
[φ(γ) + φ(1 − γ)]

− π2 cos(πγ)

4 sin2(πγ)(1 − 2γ)

{

3 +

(

1 +
Nf

N3
c

)

(2 + 3γ(1 − γ))

(3 − 2γ)(1 + 2γ)

}

+
3

2
ζ(3) − β0

8Nc

(

χLO(γ)
)2
, (8)

with C =
(

4 − π2 + 5β0/Nc

)

/12, β0 = (11Nc − 2Nf )/3 is the leading coef-

ficient of the QCD β function, Nf is the number of flavours, ψ(n)(z) is the

poligamma function, ζ(n) is the Riemann zeta-function and

φ(γ) + φ(1 − γ) =

∞
∑

m=0

[

1

γ +m
+

1

1 − γ +m

] [

ψ′(
2 +m

2
) − ψ′(

1 +m

2
)

]

.

(9)

However, there are several problems associated with these corrections (c.f.

Ref. [11]). Among of them exist problems associated to the choice of energy

scale, the renormalization scheme and related ambiguities.

An alternative is to use the ω-expansion, developed to resum collinear

effects at all orders in a systematic way. This approach was revisited in
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Ref. [12] obtaining an expression for the collinearly improved BFKL kernel

characteristic function, denoted All-poles hereafter, given by

ωAll−poles = αsχ
LO(γ) + α2

sχ
NLO(γ)+

+

∞
∑

m=0

[(

∞
∑

n=0

(−1)n(2n)!

2nn!(n+ 1)!

(αs + aα2
s)

n+1

(γ +m− bαs)2n+1

)

− αs

γ +m
−

−α2
s

(

a

γ +m
+

b

(γ +m)2
− 1

2(γ +m)3

)]

+ {γ → 1 − γ} , (10)

where

a =
5β0

12Nc
− 13Nf

36N3
c

− 55

36
, b = − β0

8Nc
− Nf

6N3
c

− 11

12
. (11)

Another alternative to solve the problems present in the original NLO

kernel was proposed in Ref. [13]. To solve the energy scale ambiguity, the

Brodsky-Lepage-Mackenzie (BLM) optimal scale setting [14] and the mo-

mentum space subtraction (MOM) scheme of renormalization were used to

obtain the following BFKL characteristic function,

ωMOM
BLM = χLO(γ)

αMOM(Q̂2)Nc

π

[

1 + r̂(ν)
αMOM(Q̂2)

π

]

, (12)

where αMOM is the coupling constant in the MOM scheme,

αMOM = αs

[

1 +
αs

π
TMOM

]

, (13)

with T being a function of number of colors, number of flavors and of a gauge

parameter. Moreover, the function Q̂ is the BLM optimal scale, which is

given by

Q̂2(ν) = Q2 exp

[

1

2
χLO(γ) − 5

3
+ 2

(

1 +
2

3
̺

)]

, (14)

with ̺ ≈ 2.3439. Finally, r̂ is the NLO coefficient of the characteristic

function,

r̂(ν) = −β0

4

[

χLO(ν)

2
− 5

3

]

− Nc

4χLO(ν)

{

π2 sinh(πν)

2ν cosh2(πν)

×
[

3 +

(

1 +
Nf

N3
c

)

11 + 12ν2

16(1 + ν2)

]

− χ′′LO
(ν) +

π2 − 4

3
χLO(ν)

− π3

cosh(πν)
− 6ζ(3) + 4φ̃(ν)

}

+ 7.471 − 1.281β0, (15)
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with

φ̃(ν) = 2

∫ 1

0
dx

cos(ν ln(x))

(1 + x)
√
x

[

π2

6
− Li2(x)

]

, (16)

where Li2(x) is the Euler dilogarithm or Spence function.

3. Results

The results strongly depend on the coupling constant and the choice of

energy scale Λ. In Refs. [6, 7] we have performed an detailed study of these

choices in the predictions. We assumed a fixed coupling constant (αs = 0.21)

and that the energy scale for vector mesons can be expressed by Λ2 =

βM2
V +γ|t|, following [15], where β and γ are free parameters to be fixed by

the data. Our results are presented in Fig. 2, where we demonstrated that

LO BFKL formalism is able to describe the HERA data[16, 17, 18].
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Fig. 2. Cross section for the exclusive production of vector mesons at large-t in ep

collisions. Left: ρ production. Right: J/ψ production. Data from HERA[16, 17,

18].

In the case of photon production at large-t, we assumed that the scale

can be expressed by Λ2 = γ′|t|, with γ′ depending on the BFKL function

(see [8]). The results for the differential and total cross sections are pre-

sented in Fig. 3. In this case, we analyze the effects of change the BFKL

dynamics, using distinct analytically forms for the NLO BFKL kernel as

well as the LO one. We have obtained a reasonable agreement with the

HERA experimental data. This results must be taken as an educated esti-

mate, due the fact that we have used the impact factors of the transition

γ∗ → γ at leading order. The NLO expression was obtained recently in Ref.

[23].

Let’s now consider vector meson production at large-t in coherent pp
collisions. The cross section in a coherent hadron-hadron collision is given
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Fig. 3. Exclusive photon production at large-t in ep collisions. Data from

HERA[22].

by

dσ [h1 + h2 → h1 ⊗ Y ⊗X]

dy
=

∫ tmax

tmin

dt ω
dNγ(ω)

dω

dσγh→Y X

dt
(ω) , (17)

where dNγ(ω)/dω is the equivalent photon flux as a function of photon en-

ergy ω. In our calculations we have used the photon flux proposed in Ref.

[20] for the proton and in Ref. [21] for the nucleus. Our predictions for the

rapidity distributions for ρ and J/Ψ production are shown in Fig. 4 consid-

ering different t-ranges. In Ref. [7] we also have calculated Υ production.

In Table 1, we present our predictions for the event rates at LHC energy.

Our results indicate that experimental identification of these processes can

be feasible at the LHC.
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Fig. 4. Rapidity distribution for the ρ (left panel) and J/Ψ (right panel) production

in coherent pp interactions at LHC energy.
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Table 1. The integrated cross section (event rates/second) for diffractive vector

meson photoproduction at large momentum transfer in pp and PbPb collisions at

LHC.

Meson t range pp PbPb

ρ 2.0 < |t| < 5.0 751.0 nb (7510.0) 20.0 mb (8.4)

5.0 < |t| < 10.0 71.0 nb (710.0) 2.2 mb (0.9)

10.0 < |t| < 30.0 12.0 nb (120.0) 0.4 mb (0.17)

J/ψ 2.0 < |t| < 5.0 97.0 nb (970.0) 3.0 mb (13.0)

5.0 < |t| < 10.0 21.0 nb (210.0) 0.9 mb (0.38)

10.0 < |t| < 30.0 6.0 nb (60.0) 0.3 mb (0.12)

Υ 2.0 < |t| < 5.0 0.8 nb (8.0) 0.26 mb (0.1)

5.0 < |t| < 10.0 0.4 nb (4.0) 0.17 mb (0.07)

10.0 < |t| < 30.0 0.3 nb (3.0) 0.16 mb (0.06)

4. Conclusions and perspectives

The description of the high energy limit of Quantum Chromodynam-

ics (QCD) is an important open question in the Standard Model. During

the last decades several approaches were developed in order to improve our

understanding from a fundamental perspective. In particular, after a huge

theoretical effort, now we have available the NLO corrections for the BFKL

characteristic function, which allow us to improve the analysis of the ex-

clusive vector meson and photon production at large-t which are expected

to probe the underlying QCD dynamics. Our results for vector meson and

photon production in ep collisions at HERA demonstrated that the BFKL

formalism is able to describe the current experimental data. Moreover, our

estimates for vector meson production in coherent pp interactions at LHC

demonstrated that the study of this process can constrain QCD dynam-

ics. It is important to emphasize that our results are complementary to

the recent theoretical and phenomenological studies that use NLO BFKL

Pomeron [24, 25, 26, 27]. Presently, we are performing a more accurate

analysis on the choice of the energies scales in exclusive production using

the principle of maximum conformality in NLO BFKL Pomeron[28].
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Searching for W
′ bosons at LHC with single top production
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Department of Physics, Illinois Institute of Technology,

Chicago, Illinois 60616-3793, USA

One of the strengths of the LHC is its capacity for the discovery of new
physics. As a consequence of many BSM theories, W ′ bosons make an ideal
particle to search for to constrain many models. One mode in particular
has relatively low background: Single top quark production mediated by a
W ′ boson. For W ′ masses less than 1500 GeV, all the decay products of the
top quark are visible, and the strongest channel is the top’s decay into an
electron or muon, with the associated neutrino and a bottom jet. As the W ′

mass increases, the decay products from the highly boosted top and bottom
quarks from the W ′ appear as fat jets; boosted top tagging algorithms
abound, and we propose a boosted bottom tag to set an exclusion limit of
2750 GeV for standard model-like couplings with existing 8 TeV data.

1. Introduction

The Large Hadron Collider is the best tool for discovering new particle

resonances in existence today. Resonance searches can be used as a powerful

tool for constraining many new theories; few are as powerful as the W ′ par-

ticle. A model independent search for the W ′ can reveal restrict many the-

ories, from SU(3)L x SU(3)R to extra dimensions. A W ′ search through the

top-bottom decay channel is accessible for all unexcluded masses, most the-

oretical couplings, and both chirailties (the lepton-neutrino channel cannot

detect right-handed W ′s without right-handed neutrinos). For our analyses,

we use the general Lagrangian [1, 2]:

L =
g′

2
√

2
V ′

ijW
′
µf̄ iγµ(1 ± γ5)f

j + H.c. , (1)

When analyzing decays including top quarks, there are two important

regimes to be studied. In a non-boosted regime with relatively low-mass

W ′s (mW ′ < 1.5 TeV), the most efficient method is to look at the leptonic

decay channel of the top quark, discussed thoroughly in Ref. [3]. For more

highly boosted channels (mW ′ > 1.5 TeV), leptons fail isolation cuts, and
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using a boosted top tagging algorithm is better (Ref. [4]). For optimal sig-

nal to background, an additional cut must be placed to restrict the dijet

background. A b-tag is normally the best way to reduce a light jet back-

ground, but for high-mass W ′s the traditional secondary vertex tagger will

fail due to highly suppressed decay angle. To combat this, we propose to

use a “boosted bottom tag” to suppress the light jet background. The most

effective way to do this is restricting the ∆Rµ,jet and the muon pT .

We use the MadGraph and MadEvent [5] programs for event simulations.

For our non-boosted regime analysis, we also used the PYTHIA program

[6] for showering and PGS [7] for detector simulation. A MCFM [8] analysis

was also done to calculate K-factors at next leading order. For the boosted

regime, we use top and bottom tags on the MadEvent output. The top tag

simulates the CMS top tagger [9] algorithm, looking for three subjets in a

R=1 Cambridge-Aachen jet. The boosted b tag was developed by analyzing

b decays through PYTHIA and PGS. We propose using bbj data to extract

the tagging efficiencies in situ.

2. Non-boosted Regime

To analyze the non-boosted regime for W ′ decay, we choose to look at

the bblv final state. The final state in the detector from the top decay

should be an electron or muon, a b tagged jet, and missing energy; there

should also be a highly energetic recoiling jet, which may or may not be

b-tagged with a traditional b tag. The best way to reduce background is to

reconstruct the top quark; using the known W mass, missing energy, and

the lepton four-vector to reconstruct the W , then adding the tagged b jet

to reconstruct the top quark.

There are strong differences in shape between both positive and negative

W ′s, as well as between left- and right-handed W ′s. The jet from the top-

decay tends to have a larger ET when coming from the left-handed decay.

The differences between positive and negative W ′s are twofold. The recoiling

high energy jet will tend to be more central in a W ′− decay, whereas the W ′+

has a double-peaked structure in pseudorapidity. Conversely, the leptons

from W ′− top decays tends to be more central than those from W ′+.

The cuts used include transverse energy (ET ) cuts on the primary and

secondary jets, as well as cuts on the lepton and missing energy. The lead

jet, assumed to be the recoiling b, is required to have ET > 0.2mW ′. The

secondary jet is required to be b-tagged and have ET > 20 GeV. The lepton

is required to pass isolation cuts and have pT > 20 GeV, and the missing

transverse energy (MET) greater than 20 GeV. Finally, all jets and leptons

used must have a pseudorapidity (η) less than 2.5 (|η| < 2.5). Using the

missing energy and the lepton four-momentum, if we assume the W to be
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produced on-shell, we can reconstruct the neutrino four-momentum up to a

twofold ambiguity. Choosing the smallest rapidity solution for the neutrino,

we can then fully reconstruct the ‘top quark’; we apply an upper cut on

Mlνb < 200 GeV. Finally we fit to a mass window of 0.75mW ′ < Mlνbj <
1.1mW ′ . With all the cuts in place, the maximum detectable mass would

be at approximately 1800 GeV, which agrees with the results of the CMS

[10] and ATLAS [11] collaborations.

3. Interference

When modeling left-handed W ′s, the effect of interference should not be

ignored. Depending on the model, the interference can be constructive or

destructive. To retain generality, we present left-handed results as a band in

the mass-coupling parameter space. We show that the effects of interference

are predominantly just a rescaling of the shape of the cross-section curve at

low masses if a search is done, but shrinks considerably if a narrow resonance

search is done. At high masses the interference effects and the large widths

produce small changes in the exclusion limits for left-handed W ′, with the

destructive interference with the standard model process slightly reducing

the significance for the corresponding signal (the only reason interference

has an effect is that at high coupling, the peak is wide enough to interfere

with the relatively low-mass SM W peak). For low to moderate mass W ′s

(mW ′ < 2500 GeV) however, the effect of interference is negligible, to the

order of a few percent change on the resultant cross-section.

4. Boosted Regime

As the W ′ mass increases, the lepton is forced closer to the jet. This

will prevent the lepton from being properly reconstructed due to failing

isolation criteria. If instead we analyze top decays, it is possible to use jet

substructure to tag the boosted top as a whole, instead of looking at the

individual final state objects. This will unfortunately introduce a massive

dijet background, which needs to be reduced through other methods even

after using the top tagging algorithm on it. Commonly ignored backgrounds

for top tagging algorithms are the Wjj and Zjj backgrounds; if one of the

jets falls within the large jet radius of the tagging algorithm, all that remains

is to pass a loose top mass cut for the jet to be accepted as a boosted-top

jet.

When analyzing the Wjj and Zjj backgrounds to top tags, NLO radia-

tion could significantly affect the amount of radiation near the vector boson

(see Fig. 1). To model this effect, Wjj and Wjjj events were compared in

MCFM; they are found to be very different, with NLO effects being similar
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Fig. 1. The distance between the W and the nearest jet in Wjj events. Anytime

the ∆R < 1, the Wj combination has a chance of passing a top tag.

magnitude to leading order effects. This background will need to be care-

fully studied in experiment to accurately account for backgrounds to most

single top-production processes.

A boosted top tagging algorithm to tag top jets is by itself very useful.

This tag combined with a simple mass cut on the ‘resonance’ is enough to

match the results from the non-boosted regime as described above. To truly

gain an advantage over the non-boosted analysis, however, a cut must be

placed on the recoil jet, which will be a b quark upwards of 99% of the time.

Since a traditional b tagging algorithm relies heavily on vertex tagging, its

effectiveness is greatly reduced as the energy of the jet increases. As the

jet energy approaches 1000 GeV, it is unlikely the secondary vertex will be

seen due to angle suppression of the decay products from the initial meson.

This can be an advantage, however, when we look at the particulars of

the B decay. While most of the decay products of the B will be quark

matter, approximately 20% of B quarks will decay directly, or through an

intermediate D meson, to a muon with additional quark radiation. Since

muons are produced only rarely in light jet decays, the characteristics of

this muon can be a large boon to salvaging a boosted-b tag.

We show that for high energy b jets, optimal cuts can be placed with

the minimum muon pT > 20 GeV, and a maximum ∆Rµ,j of 0.1. This

gives an ultimate b tagging rate of approximately 20% for high energy b
jets, with lower tagging efficiencies for lower energy jets, as shown in Table

1. It can be shown through simple kinematic arguments that for a 20 GeV

muon, the maximum radius of decay from a B meson is approximately 0.12
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Fig. 2. The distance between muon energy and jet energy for b jets, charm jets,

and light jets. Muons from heavy jets have a much higher chance of being central

than light-quark initiated jets.

radians (shown in Fig. 2). The implications of this are that these cuts are

synergistic with each other, and only occasionally will a muon with the

specified criteria appear inside a light jet with these properties. Ultimately,

although the acceptance rate is considerably lower, the tag to mistag ratio

is comparable if not better than the standard secondary vertex tag, as long

as the b is boosted enough.

Table 1. Boosted-bottom jet efficiencies using a muon tag with pTµ > 20 GeV and

∆Rµj < 0.1 for b jets, c jets, and light jets j as a function of jet ET .

Type ETj = 100 GeV 400 GeV 1000 GeV

b 4.8% 11.8% 15.0%

c 2.1% 5.5% 7.5%

j 0.1% 0.4% 0.6%

With both the boosted top and boosted bottom tags in effect, the

boosted object analysis can reach up to 750 GeV higher in mass than look-

ing at isolated decay products. The ultimate limit of this method comes

not from lack of signal or cut inefficiency, but from the characteristics of the

signal itself. For W ′ masses above 2500 GeV (which require large couplings

to identify), the width of the resonance becomes very large, approaching the

mass. By g′/g=5 (mW ′=3 TeV), the width of the resonance required for de-

tection is approximately 1000 GeV; the effect of this broadening means that
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Fig. 3. 95% C.L. limit on the effective coupling g′R relative to gSM as a function

of right-handed W ′

R mass. Curves show the reach from current resolved-top quark

analysis (dashed), the boosted-top analysis (dotted), and after adding a boosted-

bottom tag (solid).

a simple peak search will fail due to the significantly more of the signal falling

outside of the ‘peak’ region. The alternative, widening the search window,

will introduce more background than signal for a broad peak, worsening

the significance. Finally, the initial state parton luminosity falls rapidly

for mW ′ > 3 TeV, setting this as an approximate limit on any mW ′ search

regardless of method, due to loss of signal.

5. Results

After making use of the cuts for the resolved (non-boosted) analysis, a

mW ′ limit can be set at approximately 1800 GeV for both left and right

handed W ′s at SM-like coupling. While some models can support greater

than larger than SM couplings, even those are certainly ruled out by 2500

GeV, where g′/g =5 for exclusion.

Using the boosted analysis has advantages and disadvantages compared

to the resolved analysis. The most obvious is at low mW ′ (mW ′ <1500), the

coupling limit in the boosted analysis is less effective due to the low tagging

efficiencies of tops and bottoms at low energies. The primary advantage is

the higher reach of the analysis (mW ′ >2750 GeV) for SM-like couplings. In

the mid-range regime, both analyses are competitive with each other, but

the boosted analysis is the more powerful of the two for most masses, as

long as the boosted b algorithm is used, otherwise the boosted analysis is

only more powerful for excluding theories that allow for g′/g > 1.
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Fig. 4. 95% C.L. limit on the effective coupling g′L relative to gSM as a function

of left-handed W ′

L mass. Bands show the reach from current resolved-top quark

analysis (dashed), the boosted-top analysis (dotted), and after adding a boosted-

bottom tag (solid).

6. Outlook

By using the tb decay channel to its fullest extent, left handed W ′ bosons

can approach the exclusion limits set by W ′ > lν channel (the lν final state

will not appear for right-handed W ′s). The strength of the tb channel is

twofold: Not only is it the only visible decay channel that will detect right-

handed W ′s, but greater information could be gleaned about any potential

signal due to the lack of missing energy in the boosted analysis, and the

ability to fully reconstruct the mass resonance in the resolved analysis.

The boosted analysis will not be greatly affected by increases in pileup

events, which is good for the LHC moving forward. The reason for this

that high energy jets will be the least-effected by pileup (as opposed to

light jets, which will suffer a larger percentage change in their energy due

to pileup radiation). While large jet areas will suffer from more pileup than

smaller jets, the jet substructure algorithms used in t tags will allow for

significantly reduced excess energy in the ‘fat’ top jets. There is no reason

this same analysis could not be used when the LHC turns back on at 14

TeV.
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The E190 Experiment is aimed at the search for collective phenomena
in a quark-gluon system and a hadron system. It is carried out at U-70
in IHEP, Protvino. The evidence of Bose-Einstein condensation of pions
has been confirmed with a twofold increasing of sampling at a level of 7
standard deviations. We study soft photon (smaller than 60 MeV) yield by
using of an electromagnetic calorimeter with low energy threshold. In the
gluon dominance model we explain multiparticle production by the active
gluons. In this model the estimation of the contribution of charge exchange
has been obtained.
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1. Introduction

Our SVD-2 Collaboration carries out the experiment E-190 at the U-

70 accelerator of IHEP [1] in Protvino city near Moscow. There are three

main participants: Lomonosov MSU SINP, IHEP, and JINR. Our project is

aimed at studying of pp interactions with 50 GeV/c proton beam. We are

interested in investigation of high multiplicity (HM) events. HM is consid-

erably higher than average multiplicity. We tend to reach the kinematical

limit. The kinematical limit is defined by a condition of the transforma-

tion of the whole kinetic energy into mass of secondary pions. Pions are

copiously formed at the U-70 energies 50–70 GeV.

Almost all Monte Carlo event generators are mistaken when they make

predictions for HM region. PYTHIA underestimates two orders of mag-

netude topological cross section at Nch = 18 (the Mirabelle Collaboration

data) [1]. Models give diverse predictions too [1]. We believe that the

HM study will give the deeper understanding of multi particle production

mechanism.

Section 2 is devoted to HM phenomenology. The description of this

region is carried out in the framework of the gluon dominance model (GDM)

[3]. This model improves description of topological cross sections in this

region, estimates the charge exchange contribution. The evidence of pion

condensate formation is presented in section 3. The preparation for soft

photon yield study is presented in section 4. Section 5 states the conclusions.

2. Phenomenology of high multiplicity

We carry out studies at the Spectrometer with Vertex Detector (SVD)

setup [1] which consists of a hydrogen target, a high multiplicity trigger,

a vertex detector, a drift tube chamber, a magnetic spectrometer (magnet

and proportional chambers) and an electromagnetic calorimeter (ECal). We

can register both charged and neutral particles. To measure of soft photons

we included in the SVD setup a soft photon electromagnetic calorimeter

(SPEC).

To suppress the registration of low multiplicity events the scintillator

hodoscope or HM trigger has been manufactured. At trigger level l =

4, 6, 8, 10, 12 we register events with multiplicity no less than the given

level [2]. One million events have been processed at l = 8 with taking

into account corrections obtained by a Monte-Carlo simulation. Topological

cross sections and average multiplicity have been obtained [1].

To describe previous data and make predictions in the HM region we

have developed a gluon dominance model (GDM) [3–6]. This model has

appeared from the two stage model describing multiplicity distributions in

e+e− annihilation at high energies by two stages [7]. The first stage is based
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Fig. 1. Left panel: Experimental topological cross sections and the predictions of

IHEP model [9], NBD and GDM. Right panel: Topological cross section versus

charged multiplicity in GDM [3]. The dashed blue line describes the contribution

of single sources, the green line – sources consisted of two gluons of fission, the

solid red line is the sum both of contributions.

on QCD quark-gluon cascade: gluon bremsstrahlung by quarks and gluon

fission. This stage is described by negative binomial distribution (NBD).

The second stage (hadronization) is based on the phenomenological scheme

with use of a binomial distribution.

Convolution of the two stages gives good agreement with the data in

the region from 10 up to 200 GeV. The main result of that description is

constancy of hadronization parameter nh
g . It defines the average number

of charged particles nascent from one gluon source through itself passing of

the hadronization stage. Such behavior is the evidence of the fragmentation

mechanism of hadronization in e+e− annihilation: one parton — one hadron

[8].

It has been shown in the framework of GDM that initial quarks are

staying in leading particles and multi particle production is realized by

active gluons. Two scheme were proposed with and without inclusion of a

gluon fission. Gluon branching is described by a Farry distribution. In both

schemes parameters of hadronization grow and become more than 1. We

observe their growth from 1.5 at 50 GeV/c, U-70, up to 3.3 at 62 GeV, ISR.

In the scheme with fission some gluons do not turn into hadrons (about 50

%) and stay in a quark-gluon system. They can be the sources of anomalous

soft photons. GDM describes and predicts topological cross sections of pp
(pp) interactions in HM region. Topological cross sections and their model

descriptions are shown in the left panel of Fig.1. The model of IHEP [9]

(a dashed line) and GDM (a solid line) describe data well, NBD (a dotted

line) overestimates of them slightly in HM area.

In double-logarithmic approximation the emission of two gluons can ex-
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plain the angle broadening [10]. One of them is a product of fission. At

U-70 this fission can occur. In the right panel of Fig. 2 contributions of two

types of sources is shown. The blue dashed line describes contribution of

single gluon sources, the green dashed line — double gluon sources nascent

as a result of fission of single gluons and the red solid line is the super-

position both contributions. The accounting of gluon fission improves the

description of HM tail.

In the framework of GDM one can estimate the charge exchange contri-

bution at nch = 2. One of the two protons can pass its charge to a neutral

meson with turning it into a charged meson

p + p → p + π+ + n + Nπ. (1)

The cross section σ2→2 consists of elastic and inelastic cross sections: σ2→2 =

σ2,el + σ2,inel, where σ2,inel in turn consists of two summands, one of them

is responsible for the charge exchange (σ
(+ch)

2
), the second one (σ

(−ch)

2
) for

the inelastic cross section without it. GDM does not take into account the

charge exchange. So we express σ2,inel through parameter P : σ2,inel = P ·
σ

(−ch)

2
, as we know how σ

(−ch)

2
is calculated in GDM. Then we describe data

by GDM in the whole multiplicity region, find GDM’s parameters and P .

Hence we estimate the charge exchange coefficient as q = σ
(+ch)

2
/σ2,inel·100%

It approximates 50± 5%. This value is comparable with the data [11].

3. Search for collective phenomena at U-70

V. Begun and M. Gorenstein have predicted the conditions of the Bose-

Einstein Condensate (BEC) formation for pp interactions at U-70 at high

total multiplicity, Ntot = Nch + N0, in the framework of the ideal pion gas

model [12]. N0 is a number of neutral pions. The growth of total multiplicity

leads to decrease of the pion system temperature. Pions are bosons and can

fall out in pion condensate at high multiplicity.

The indication at the BEC formation is a growth of neutral pion number

fluctuations. Begun and Gorenstein have proposed to measure the scaled

variance. The scaled variance is calculated by the definition

ω = D/ < N0 >,

where D =< (N0− < N0 >)2 > is a variance of neutral meson number,

Ntot = Nch + N0 is fixed. ω = 1 in the case of Poisson distribution. They

have predicted [12] that the fluctuations of π0 and π± number increases

dramatically and abruptly when the system approaches the BEC line at the

thermodynamic limit and ω → ∞. In the system of limited size a scaled

variance grows to the certain constant value. The BEC temperature for
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Fig. 2. Left panel. Multiplicity distributions of π0-mesons versus the scaled total

multiplicity at different total multiplicity. Right panel. (Top) The measured scaled

variance ω versus Ntot for π0-mesons (•), photons (◦), MC code FRITIOF7.02 (the

dashed curve) and theoretical prediction (solid curve) [12] for the energy density

ε =60 MeV/fm3. Ntot = Nch + N0 for π0-mesons and Ntot = Nch + Nγ for

photons. (Bottom) The difference of experimental and Monte Carlo simulated ω

for π0-mesons [14, 15].

a pion system is considerably more than for a nuclear system as radius of

nuclei is considerably bigger pion size [13].

Owing to the improved method of the photon registration the multi-

plicity distributions of π0-mesons have been restored. To compare their

at different values of total number of pions the scaled multiplicity n0 is

used. It is determined by the ratio n0 = N0/Ntot and variates in the region

0 ≤ n0 ≤ 1. The distributions of neutral pions, r0(n0, Ntot) are presented in

the left panel of Fig. 2. The experimental values of the scaled variance have

shown the growth about seven standard deviations to a comparison with

Monte-Carlo generators. It is seen in the right panel of Fig. 2. The same

growth we observe for scaled variance versus a variable Ntot = Nch + Nγ .

An interesting explanation of the connection between BEC and excess

of soft photon yield has been proposed by S. Barshay [16].
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4. Study of Soft Photon yield

Photons interact with nuclear matter only electromagnetically, and there-

fore they bear the information on properties of the environment during the

interaction. The direct photons are not decay products of any known par-

ticles. In accordance with quantum electrodynamics they may be emitted

in the process of charged particle scattering – bremsstrahlung at a hadron

or parton cascade. In particular, q + g → q + γ parton interactions lead to

photon emission. The higher the density and the longer the system lifetime,

the more direct photons should be emitted. These photons are useful probes

to investigate nuclear matter at all stages of the interaction.

Special attention is devoted to low energy direct soft photons (SP) which

yield surpasses the theoretical predictions [17–19]. This excess is observed

in K+p, π±p, pp and pA interactions from 10 GeV up to 450 GeV. Experi-

mental and theoretical studies of the direct photon production in hadronic

collisions essentially expand our insights into multi particle production [20].

SP have low transverse and longitudinal momenta pT < 0.1 GeV/c and

|x| < 0.01. In this domain their yield exceeds the theoretical estimates by

5–8 [17, 18] times and even 17 for neutral pions [19]. The phenomenological

models try to explain this excess. Until now, no model was able to explain

the experimental data well as a whole, especially in a kinematic range where

the effect is most prominent [21].

SVD Collaboration has manufactured SPEC with low energy threshold.

The main feature is its capability to register low energy deposit E ≤ 1

MeV. Up to now none of the known experiments has reached such low

value of the photon energy detection. It is presented in the left panel of

Fig. 3. The calorimeter is the matrix of 49 scintillator counters. Every

counter consists of BGO crystal. The crystal size is equal to 30×30×180

mm3. Photomultipliers (PMT) of type 9106SB (ET Enterprizes) look over

the end face of every scintillator. PMT have 7 dynodes and green extended

quantum efficiency. The diameter of photocathode is 25 mm, the diameter

of the bulb is not more than 29.5 mm. The bulb has integrated permalloy

shield. The PMT is fixing on the crystal by optic glue EPO-TEK 301.

The preliminary amplifier is manufactured on the current feedback (CFB)

operational amplifier (OA) Ad8014. The signals from PMT is given to the

inverting entry of OA. The maximum value of signal to noise ratio (SNR) is

reached by minimal input capacitance on the OA input. This capacitance

is defined by dynode-anode gap and assembling capacitance and is about 6

pF. The dynamic range of signals is more than 66 dB.

The front and back sides of the intermediate transitional plates are con-

nected between themselves by two stubs of cables. One of them is placed

into the box with crystals, another — out of the box. The low voltage bias
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Fig. 3. Left panel: Soft photon electromagnetic calorimeter (SPEC). Right panel:

Monte-Carlo energy spectra of photons in pp interactions.

(+6 V and -6 V) for the preamplifiers and HV (400-600 V) for PMT are

generating on the distributive mother board .

High voltage can regulate on the external plate for every column of

assembly (seven elements). The internal plate connects with back wall of

calorimeter shield with using of three stubs. The commutations of counters

with signal cable lines leading to electronics is carried out by these stubs

and located at the control panel of setup.

The feeding of SPEC is realized by two sources +12 V and - 12 V. At the

current of consumption smaller than 1 A (+12 V) and 50 mA (-12 V). PMT

have been included in scheme with grounded photocathode. Such inclusion

is explained by the maximum density of the packing of crystals. The signals

is acquired from amplifiers arrive to amplifier inputs through cable lanes

which are located on the control desk next to the data acquisition system

electronics. After inversion every signal is divided into two and is digitized.

One channel is direct, second – observable. The attenuation coefficient is

1:1.5. There are 112 output channels. The calorimeter is placed into the

thermo-statical box. The thermal stabilization is realized by Huber 006B

setup. The temperature is chosen 18 ◦C. The calorimeter is surrounded with

scintillator counters of a guard system and a passive neutron protection by

8 cm-thickness polyethylene.

The Monte-Carlo simulation of assembly with all crystals is shown in

the left panel of Fig. 3. The black line presents the simulation by PYTHIA

without SP contribution, the red line takes into account SP contribution by

Low formula, dσ/dp ∼ 1/p.

We had a test run this year. The new calorimeter has been put near

ECal under 2–6 ◦ and at the distance of 11 m from a hydrogen target. In the

right panel of Fig. 3 the signal spectra in the calorimeter is presented. It has
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been obtained at the next conditions: there is no signal in the veto system;

there are no signals in counters of the external layer. The signals in the

internal part of assembly (3×3 crystals) were summed up on all 9 channels

with weight coefficients definite at the calibration. The soft photon spectra

has been obtained. Its analysis is in progress. Now we plan to transfer SP

study at Nuclotron, JINR.
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The Tevatron energy scan: Findings & surprises

Rick Field (for the CDF Collaboration)

Department of Physics, University of Florida Gainesville, Florida, 32611, USA

At CDF we study charged particle production (pT > 0.5 GeV/c, |η| <
0.8) in proton-antiproton collisions at 300 GeV, 900 GeV, and 1.96 TeV.
The 300 GeV and 900 GeV data are a result of the “Tevatron Energy Scan”
which was performed just before the Tevatron was shut down. We use the
direction of the leading charged particle in each event, PTmax, to define
three regions of η-φ space; “toward,” “away,” and “transverse.” The “trans-
verse” region is further divided into the “transMAX” and “transMIN” con-
tributions. The “transMIN” region is very sensitive to the multiple parton
interaction component (MPI) of the “underlying event,” while the “trans-
DIF” (“transMAX” minus “transMIN”) is very sensitive to the initial and
final-state radiation. This CDF analysis together with LHC data provides
a detailed study the energy dependence of the various components of the
“underlying event” in hadronic collisions.

Min-bias (MB) is a generic term which refers to events that are selected
with a “loose” trigger that accepts a large fraction of the overall inelastic
cross section. The CDF MB trigger requires at least one charged particle in
the forward region 3.2 < η < 5.9 and simultaneously at least one charged
particle in the backward region −5.9 < η < −3.2, where the pseudo-rapidity
η = − log(tan(θcm/2)) and θcm is the center-of-mass polar scattering angle.
The underlying event (UE) consists of the beam-beam remnants (BBR) and
the multiple parton interactions (MPI) that accompany a hard scattering.
The UE is an unavoidable background to hard-scattering collider events.
To study the UE we use MB data, however, MB and UE are not the same
object. The majority of MB collisions are “soft,” while the UE is studied in
events in which a hard-scattering has occurred. One uses the structure of the
hard hadron-hadron collision to experimentally study the UE. As illustrated
in Fig. 1, on an event-by-event bases, a “leading object” is used to define
regions of η-φ space, where η is the pseudo-rapidity and φ is the azimuthal
angle [1, 2]. Here we use the highest transverse momentum charged particle
in the event, PTmax, as the leading object. On an event by event basis, we
define “transMAX” (“transMIN”) to be the maximum (minimum) number
of charged particles or the scalar pT sum of charged particles in the two
“transverse” regions, 60◦ < ∆φ < 120◦, |η| < ηcut and 60◦ < −∆φ < 120◦,
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Fig. 1. (left) Illustration of correlations in azimuthal angle ∆φ relative to the
direction of the leading charged particle in the event, PTmax. The relative angle
∆φ = φ − φMAX, where φMAX is the azimuthal angle of PTmax and φ is the
azimuthal angle of a charged particle. On an event by event basis, we define
“transMAX” (“transMIN”) to be the maximum (minimum) of the two “transverse”
regions, 60◦ < ∆φ < 120◦, |η| < ηcut and 60◦ < −∆φ < 120◦, |η| < ηcut, where
we take ηcut = 0.8. The overall “transverse” region (i.e., “transAVE”) is the
average of the “transMAX” and the “transMIN” regions. (right) Illustration of the
topology of a hadron-hadron collision in which a “hard” parton-parton collision
has occurred. The “toward” region contains the leading “jet,” while the “away”
region, on the average, contains the “away-side jet.” For events with large initial
or final-state radiation the “transMAX” region contains the third jet, while both
the “transMAX” and “transMIN” regions receive contributions from the MPI and
beam-beam remnants. Thus, the “transMIN” region is very sensitive to the MPI
and beam-beam remnants, while the “transMAX” minus the “transMIN” (i.e.,
“transDIF”) is very sensitive to initial and final-state radiation.

|η| < ηcut. Densities are then formed by dividing by the area in η-φ space.
“TransMAX” and “transMIN” each have an area of ∆η∆φ = 2ηcut × 2π/6,
where we take ηcut = 0.8. The overall “transverse” region (i.e., “transAVE”)
is the average of the “transMAX” and the “transMIN” regions.

Figure 1 illustrates the topology of a hadron-hadron collision in which
a “hard” parton-parton collision has occurred. The “toward” region con-
tains the leading “jet,” while the “away” region, on the average, contains
the “away-side jet.” For events with large initial or final-state radiation the
“transMAX” region contains the third jet, while both the “transMAX” and
“transMIN” regions receive contributions from the MPI and beam-beam
remnants. Thus, the “transMIN” region is very sensitive to the MPI and
beam-beam remnants, while “transDIF” (“transMAX” minus the “trans-
MIN”) is very sensitive to initial and final-state radiation [3].

Figures 2–4 show the preliminary CDF data at 1.96 TeV, 900 GeV, and
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Fig. 2. Preliminary CDF data at 1.96 TeV (top row), 900 GeV (middle row), and
300 GeV (bottom row) on the “transMAX” and “transMIN” charged particle den-
sity (left column) and the “transMAX” and “transMIN” charged PTsum density
(right column) as defined by the leading charged particle, PTmax, as a function
of PTmax. The charged particles have pT > 0.5 GeV and |η| < 0.8. The data
are corrected to the particle level with errors that include both the statistical error
and the systematic uncertainty and are compared with PYTHIA 6.4 Tune Z1 and
Tune Z2∗ at the generator level.

300 GeV on the “transMAX,” “transMIN,” “transAVE,” and “transDIF”
charged particle and PTsum densities as defined by the leading charged
particle, PTmax, as a function of PTmax. The charged particles have pT >
0.5 GeV and |η| < 0.8. The data are corrected to the particle level with
errors that include both the statistical error and the systematic uncertainty
and are compared with PYTHIA 6.4 Tune Z1 and Tune Z2∗ at the generator
level. QCD Monte-Carlo generators such as PYTHIA [4] have parameters
which may be adjusted to control the behavior of their event modeling. A
specified set of these parameters that has been adjusted to better fit some
aspects of the data is referred to as a “tune” [5, 6]. Tune Z1 (CTEQ5L)
and Tune Z2∗ (CTEQ6L) are PYTHIA 6.4 tunes that were constructed by
fitting CMS UE data at 900 GeV and 7 TeV [7, 8]. Both tunes do a fairly
good (although not perfect) job in describing the CDF UE data at 1.96
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Fig. 3. Preliminary CDF data at 1.96 TeV (top row), 900 GeV (middle row), and
300 GeV (bottom row) on the “transAVE” and “transDIF” charged particle density
(left column) and the “transAVE” and “transDIF” charged PTsum density (right
column) as defined by the leading charged particle, PTmax, as a function of PT-
max. The “transAVE” density is equal to the average of the “transMAX” density
and the “transMIN” density (i.e., overall “transverse” density). The “transDIF”
density is equal to the “transMAX” density minus the “transMIN” density. The
charged particles have pT > 0.5 GeV and |η| < 0.8. The data are corrected to the
particle level with errors that include both the statistical error and the systematic
uncertainty and are compared with PYTHIA 6.4 Tune Z1 and Tune Z2∗ at the
generator level.

TeV, 900 GeV, and 300 GeV.
Figure 5 shows preliminary CMS data [9] at 7 TeV together with pre-

liminary CDF data at 1.96 TeV, 900 GeV, and 300 GeV for the “transAVE”
charged particle and PTsum densities as defined by the leading charged par-
ticle, PTmax, as a function of PTmax. The “transAVE” density is equal to
the average of the “transMAX” density and the “transMIN” density (i.e.,
overall “transverse” density). Figure 6 shows preliminary CMS data [9] at 7
TeV and 900 GeV together with CDF data at 1.96 TeV, 900 GeV, and 300
GeV for the “transAVE” charged particle and PTsum densities as defined
by the leading charged particle, PTmax, for 5.0 < PTmax < 6.0 GeV/c
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Fig. 4. Preliminary CDF data at 1.96 TeV, 900 GeV, and 300 GeV on the “trans-
MAX” charged particle density (top left), the “transMAX” charged PTsum density
(top right), the “transMIN” charged particle density (middle left), the “transMIN”
charged PTsum density (middle right), the “transDIF” charged particle density
(bottom left), and the “transDIF” charged PTsum density (bottom right) as de-
fined by the leading charged particle, PTmax, as a function of PTmax. The “trans-
DIF” density is equal to the “transMAX” density minus the “transMIN” density.
The charged particles have pT > 0.5 GeV and |η| < 0.8. The data are corrected
to the particle level with errors that include both the statistical error and the sys-
tematic uncertainty and are compared with PYTHIA 6.4 Tune Z1 and Tune Z2∗

at the generator level.

versus the center-of-mass energy. Figure 6 also shows the ratio of the data
to the corresponding value at 300 GeV for the “transAVE” charged particle
and PTsum densities. The “transAVE” charge particle density increases
by a factor of about 3.0 in going from 300 GeV to 7 TeV, while the PT-
sum density increase by a factor of about 3.5. This is a reflection of the
fact that the “transverse” average pT of the charged particles is increasing.
Both Tune Z1 and Tune Z2∗ do a fairly good (although not perfect) job in
describing the energy dependence of “transAVE.”

Figure 7 shows the energy dependence of the “transMIN” and “trans-
DIF” components. The “transMIN” density (more sensitive to MPI & BBR)
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Fig. 5. Preliminary CMS data [9] at 7 TeV and preliminary CDF data at 1.96 TeV,
900 GeV, and 300 GeV on the “transAVE” charged particle density (top) and the
“transAVE” charged PTsum density (bottom) as defined by the leading charged
particle, PTmax, as a function of PTmax. The “transAVE” density is equal to
the average of the “transMAX” density and the “transMIN” density (i.e., overall
“transverse” density). The charged particles have pT > 0.5 GeV and |η| < 0.8. The
data are corrected to the particle level with errors that include both the statistical
error and the systematic uncertainty and are compared with PYTHIA 6.4 Tune Z1
and Tune Z2∗ at the generator level. The predictions at 13 TeV are also shown.

increases much faster with center-of-mass energy than does the “transDIF”
density (more sensitive to ISR & FSR). The MPI increases like a power
of the center-of-mass energy, while the ISR & FSR increase logarithmically.
Tune Z2∗ predicts that the “transMIN” charged particle density increases by
factor of around 6.6 in going from 300 GeV to 13 TeV, while the “transDIF”
charged particle density is predicted to increase by only a factor of around
2.5. This is the first time we have seen the different energy dependencies of
these two components. Previously we only had information on the energy
dependence of the “transAVE” charged particle density. Both Tune Z1 and
Tune Z2∗ do a fairly good (although not perfect) job in describing the en-
ergy dependence of “transMIN” and “transDIF.” What we are learning will
allow for a deeper understanding of the BBR and MPI which will result in
better Monte-Carlo model tunes and more precise predictions at the future
LHC energies of 13 and 14 TeV.
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Fig. 6. (left column) Preliminary CMS data protect[9] at 7 TeV and 900 GeV (solid
squares) and preliminary CDF data at 1.96 TeV, 900 GeV, and 300 GeV (solid dots)
on the “transAVE” charged particle density (top) and the “transAVE” charged
PTsum density (bottom) as defined by the leading charged particle, PTmax, for
5.0 < PTmax < 6.0 GeV/c versus the center-of-mass energy (log scale). The
“transAVE” density is equal to the average of the “transMAX” density and the
“transMIN” density (i.e., overall “transverse” density). (right column) Ratio of the
data to the corresponding value at 300 GeV for the “transAVE” charged particle
density (top) and the “transAVE” charged PTsum density (bottom) as defined by
the leading charged particle, PTmax, for 5.0 < PTmax < 6.0 GeV/c versus the
center-of-mass energy (log scale). The charged particles have pT > 0.5 GeV and
|η| < 0.8. The data are corrected to the particle level with errors that include
both the statistical error and the systematic uncertainty and are compared with
PYTHIA 6.4 Tune Z1 and Tune Z2∗ at the generator level extrapolated to 13 TeV
(right column).
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Improved isolation of the p-p underlying event based on
minimum-bias trigger-associated hadron correlations

Thomas A. Trainor and Duncan J. Prindle

CENPA 354290, University of Washington, Seattle, USA

Some aspects of hadron production in p-p collisions remain unresolved,
including the low-hadron-momentum structure of high-parton-energy di-
jets, separation of triggered dijets from the underlying event (UE), the
systematics of multiple parton interactions and possible systematic under-
estimation of dijet contributions to high-energy nuclear collisions. In this
study we apply a minimum-bias trigger-associated (TA) correlation anal-
ysis to p-p collisions. We extract a hard component from TA correlations
that can be compared with measured jet fragment systematics derived from
e+-e− collisions. The kinematic limits on jet fragment production may be
determined. The same method may be extended to A-A collisions where the
role of minimum-bias jets in spectra and correlations is strongly contested.

1. Introduction

Several open issues for hadron production in p-p collisions relate to dijet

production, both the frequency of hard parton scattering and the subsequent

fragmentation to jets. In this study we infer the hard scattering rate from

the two-component multiplicity systematics of single-particle spectra and

introduce a trigger-associated correlation analysis to extract minimum-bias

jet fragment distributions. We wish to determine the momentum correlation

structure of minimum-bias jets down to the kinematic limits.

2. Two-component model of p-p single-particle yt spectra

The two-component model of single-particle (SP) spectra is defined by [1]

dnch/ytdyt∆η = ρs(nch)S0(yt) + ρh(nch)H0(yt), (1)

where nch is integrated within some acceptance ∆η and ρx = nx/∆η.

Figure 1 (first) shows rescaled yt spectra for seven multiplicity classes with

nch/∆η ≈ 1.7, . . . , 19. Fixed soft-component model S0 is the asymptotic

limit of spectra scaled by soft-component multiplicity ns. Subtraction of

S0 and a second rescaling reveals hard components H(yt, nch) scaled by
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Fig. 1. First: Single-particle spectra for seven nch classes; Second: Scaled spectrum

hard components H(yt, nch); Third: Event distributions on nch for several energies;

Fourth: Hard-component multiplicity nh (dijet) trend on soft component ns. nh is

the integral (end-point amplitude) of measured H(yt, nch) independent of shape.

(ns/∆η)2 (second panel) nearly independent of nch approximated by fixed

hard-component model H0(yt). Soft-component multiplicity ns may serve

as a proxy for participant partons (low-x gluons) with substantial event-wise

fluctuations (third panel). We observe (fourth panel) that nh ∝ n2

s (points),

a trend inconsistent with that expected for the eikonal model (dashed curve

∝ n
4/3

s ) typically invoked in p-p Monte Carlo models [2, 3]. These 1D spec-

trum results provide the model functions and dijet systematics required to

analyze and interpret the trigger-associated correlations presented below.

3. Systematics of minimum-bias p-p angular correlations

Combinatoric minimum-bias (MB) angular correlations on angle differ-

ences η∆ = η1−η2 and φ∆ = φ1−φ2 accepting all particle pairs (no pt cuts)

can be described by a 2D model function including only a few elements [4–6].

The principal correlation components are jet-related same-side (SS) 2D peak

and away-side (AS) 1D peak on azimuth (back-to-back jets) and nonjet (NJ)

quadrupole cos(2φ∆). Figure 2 (first, second) shows angular correlations for
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Fig. 2. First, second: Jet-related and non-jet quadrupole angular correlations for

multiplicity classes n = 1 and 6; Third: Scaled amplitudes of jet-related structure

vs soft multiplicity ns; Fourth: Scaled nonjet quadrupole amplitude vs ns

multiplicity classes n = 1 and 6. Minor elements of the 2D model fits (pro-

ton fragment correlations, Bose-Einstein correlations, conversion electron
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pairs) have been subtracted leaving the jet-related components and the NJ

quadrupole. The third panel shows trends on ns for jet-related amplitudes

consistent with dijet number nj = 0.03(ns/2.5)2 (within ∆η = 2) corre-

sponding to pQCD dijet total cross section σdijet = 2.5 mb [7]. The p-p NJ

quadrupole trend on ns can be predicted. The observed centrality trend

for Au-Au collisions is AQ(b) ≡ ρ0(b)v
2

2
(b) ≈ B Nbin(b)ǫ2

optical(b) [8]. For

the non-eikonal p-p case Nbin → N2
part and impact parameter b is not an

observable, so nchAQ(b) ∝ NpartNbin〈ǫ2

optical〉 ∝ N3
part ∝ n3

s. Based on p-p

dijet systematics we expect (nch/ns)AQ(ns) ∝ n2

s, which is confirmed in the

fourth panel.

4. Trigger-associated (TA) two-component model (TCM)

Based on p-p SP spectrum and 2D MB dijet angular correlation system-

atics we can construct a TCM for trigger-associated correlations [9]. For

each p-p collision event type (soft or hard) the hadron with the highest trans-

verse rapidity ytt is the trigger particle. All other hadrons are associated,

with rapidities yta. Definition of the TA TCM is an exercise in compound

probabilities. The unit-normal 1D trigger spectrum for multiplicity class

nch denoted by T (ytt, nch) ≡ [1/Nevt(nch)]dntrig/yttdytt is modeled by

T (ytt, nch) = Ps(nch)Gs(ytt) nchFs(ytt) + Ph(nch)Gh(ytt) nchFh(ytt), (2)

where Px(nch) is an event-type probability, Gx(ytt) is a void (above ytt)

probability and Fx(ytt) is a unit-normal SP spectrum for event-type x = s
(soft, no dijets) or h (hard, at least one dijet), with Gx(ytt) nchFx(ytt) ≡
Tx(ytt, nch). The Poisson event-type probabilities are defined by Ps =

exp(−nj) and Ph = 1 − Ps. The void probabilities are defined by Gx =

exp(−nxΣ), where nxΣ is the appropriate spectrum integral above ytt. Figure 3
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Fig. 3. Trigger spectrum data (points) and TCM (curves) for n = 1, 3, 5, 7.

shows trigger spectra (points) for four multiplicity classes. Solid curves

T (ytt, nch) are defined by Eq. (2). The other curves refer to TCM trigger-

spectrum components. The TCM describes the trigger spectra well.

The unit-normal 2D TA distribution for event-type x and multiplicity

class nch is joint probability Fx(yta, ytt) ≡ Tx(ytt)Ax(yta|ytt), where the chain

59



rule for compound probabilities has been invoked. Ax(yta|ytt) is the condi-

tional probability that an associated particle is emitted at yta in an event of

type x given a trigger at ytt with probability Tx(ytt). The TA TCM is then

F (yta, ytt, nch) = Ps(nch)Ts(ytt)As(yta|ytt) + Ph(nch)Th(ytt)Ah(yta|ytt),(3)

where the TCM Ax are formed from the SP-spectrum TCM elements with

certain marginal constraints [9]. Hard component Hh(yta|ytt) of Ah(yta|ytt)

represents the sought-after momentum correlation structure of MB jets.

5. Measured trigger-associated correlations

Trigger-associated correlations can be presented both as joint probabil-

ities F (yta, ytt, nch) and as conditional probabilities A(yta|ytt, nch) = F/T
using the chain rule for joint probabilities. Figure 4 (left) shows the mea-

y
t,trig y t,a

ss
oc

F
(y

ta
,y

tt
,n

ch
)

1
2

3
4

1

2

3

4
10

-5
10

-4
10

-3
10

-2
10

-1

y
t,trig y t,a

ss
oc

F
(y

ta
,y

tt
,n

ch
)

1
2

3
4

1

2

3

4
10

-5
10

-4
10

-3
10

-2
10

-1

y
t,trig

y
t,

a
ss

o
c

1

1.5

2

2.5

3

3.5

4

4.5

1 2 3 4

y
t,trig

y t,
as

so
c

1

1.5

2

2.5

3

3.5

4

4.5

1 2 3 4

Fig. 4. Left: TA correlations F for multiplicity class n = 6 and for data and TCM

(first and second respectively); Right: Same for conditional correlations A = F/T .

sured joint distribution F for n = 6 (first) and its corresponding TCM

(second). Figure 4 (right) shows the measured conditional distribution A
(third) and its TCM (fourth). In both cases the agreement is good below

yta ≈ 2.5. TCM hard component H ′
0

is based on a simple factorization

approximation and plays no role in extraction of the data hard components

described below. The jet-related hard component dominates TA structure

for yta, ytt > 2.5. The data and TCM hard components differ substantially.

6. Extracting the TA hard component

Dividing Eq. (3) by Eq. (2) we obtain the total conditional distribution

A(yta|ytt, nch) = Rs(ytt, nch)As(yta|ytt) + Rh(ytt, nch)Ah(yta|ytt), (4)

where the Rx ≤ 1 are trigger fractions. The TCM conditional distributions

are As = S′′
0

and Ah = p′sS
′
0

+ p′hH ′
0

for yta < ytt, with primes on X ′
0

denoting the effects of marginal constraints as described in Ref. [9], and
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p′x = n′
x/(nch−1). Given that expression we can isolate the hard component

of the TA conditional distribution by subtracting the TCM soft components

H ′
h(yta|ytt, nch) =

nch − 1

Rh
[A(yta|ytt) − RsS

′′
0
(yta|ytt) − Rhp′sS

′
0
(yta|ytt)],(5)

the hard component (dijet momentum structure) per hard event. All sub-

tractions use the same soft-component models derived from SP spectra.
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Fig. 5. Left: Per-hard-event hard component H ′

h(yta|ytt, nch) for multiplicity

classes n = 2 and 6; Right: The same data scaled by number of dijets per hard

event nj/Ph to yield the per-dijet hard component. Lines are discussed in the text.

Figure 5 (left) shows hard components H ′
h(yta|ytt) for multiplicity classes

n = 2, 6 (first and second respectively). The jet structure per hard event

increases substantially with nch because the probability that one or more

additional dijets accompanies a triggered dijet (multiple parton interactions

or MPI) becomes substantial. We can divide the left panels by the number

of dijets per hard event nj/Ph to obtain the right panels. The resulting per-

dijet structure appears to be approximately independent of nch (universal).

Universality is consistent with the nj(ns) trend inferred from SP spectra.

7. TA azimuth dependence and the transverse region or TR

The azimuth structure of TA correlations relative to the trigger direction

is of interest for several reasons including “underlying event” (UE) studies.

Figure 6 (first) shows the conventional azimuth partition relative to trigger

direction (arrow) into three equal regions: “toward” (T), “transverse” (TR)

and “away” (A). In some studies the A region is split into two parts A1 and

A2 as shown. In conventional UE analysis it is assumed that the triggered

dijet does not contribute to the TR, which region should therefore permit

unbiased access to the UE complementary to the triggered dijet [10, 11].

Figure 6 (second, third, fourth) shows TA hard components per hard

event for T, TR and A regions respectively, averaged over lower multiplicity

classes n = 2, 3, 4 to reduce dijet pileup (MPI) to less than 15%. Those data

averaged over azimuth are equivalent to Fig. 5 (right). Most notable is the
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Fig. 6. First: Conventional definition of azimuth regions for underlying event anal-

ysis; Second, Third, Fourth: TA hard components for toward T, transverse TR

and away A averaged over multiplicity classes n = 2, 3, 4 to minimize MPI.

substantial triggered-dijet contribution to the TR region (third panel), con-

tradicting a common UE assumption. Compared to the T region (second)

the A region (fourth) is both significantly softer and harder. The A region

must be harder on average to compensate the trigger particle excluded from

conditional distribution A in the T region. The A region is also softer on

average because of trigger bias to lower-energy jets due to initial-state kt

effects and toward a softer fragmentation cascade within those jets.

8. The underlying event and multiple parton interactions

Other issues emerge for conventional UE analysis. Based on MB dijet

angular correlations as in Fig. 2 (left) we expect a substantial contribution to

the TR from any dijet [13]. Figure 7 (first) shows a projection onto azimuth

of the model fit to Fig. 2 (first) approximating MB jet structure from non-

single-diffractive p-p collisions. There is a substantial overlap of SS and AS

jet peaks and resulting strong jet contribution to the TR. Figure 7 (second)

shows N⊥ spectra from the TR described by the TCM of Eq. (1) with

the amplitude of (jet) hard-component H as expected for hard (triggered)

events. Fig. 2 (third) shows the TR N⊥ density vs trigger condition yt,trig.

The increase to a saturation value is conventionally attributed to MPI.

However, a study based on the TCM for SP spectra reveals that the N⊥

increase results from a dijet contribution to the TR for hard events with low

(≈ NSD) multiplicities where the incidence of MPI is negligible [13]. Fig. 2

(fourth) shows the calculated dijet number per hard event vs multiplicity.

For NSD p-p collisions (nch/∆η ≈ 2.5) the MPI rate is only a few percent.

From TA and angular-correlation analysis we conclude that application of

a trigger yt,trig (jet) condition in UE analysis selects for jets within mainly

low-multiplicity (≈ NSD) hard events. Applying an nch condition instead

would select for multiple MB dijets (MPI) in higher-multiplicity events.
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Fig. 7. First: Model fit to 2D MB jet angular correlations (curves) projected onto

1D azimuth showing substantial jet contribution to the TR (hatched); Second:

Spectrum of N⊥ yield in the TR (points, [10]) showing jet-related hard component

(curve H); Third: Simulated N⊥ density vs jet trigger condition showing increase

to saturation due to selection of low-multiplicity hard events [13]; Fourth: Number

of jets per hard event nj/Ph vs nch inferred from SP spectrum systematics [1,13].

9. Kinematic limits on physical MB jet fragment production

The results in Figs. 5 (lines in third) and 6 (second and fourth panels)

reveal the kinematic limits of minimum-bias jet fragment production: Trig-

ger hadrons extend down to ≈ 1 GeV/c (ytt ≈ 2.7), and associated hadrons

extend down to ≈ 0.35 GeV/c (AS, yta ≈ 1.5) or 0.5 GeV/c (SS, yta ≈ 2).

We conjecture that this also represents the low-hadron-momentum (and

large-angle) structure of high-parton-energy jets, the common base of any

dijet. Higher-energy jets contain a few additional high-momentum hadrons

located close to the dijet axis and therefore outside the TR. TA correlation

analysis could be extended to A-A collisions to verify the strong contribution

from MB jets (minijets) even in more-central Au-Au collisions [6, 7, 14].

These TA results are consistent with measured FFs from LEP, HERA

and CDF and with a pQCD parton spectrum that predicts measured dijet

production [12,13] and the shape of the MB spectrum hard component [7].

The MB-jet-related SS 2D peak volume is also consistent with pQCD pre-

dictions [14]. Conventional trigger-associated pt cuts invoked in A-A di-

hadron correlation analysis accept only a small fraction of the actual dijet

number and jet fragments and, combined with so-called ZYAM subtraction

of a combinatorial background, produce an unphysical picture of dijets in

nuclear collisions in which jet structure is minimized and distorted [15].

10. Summary

The two-component (soft + hard) model (TCM) of hadron production

in high-energy nuclear collisions works remarkably well. Based on vari-

ous comparisons with theory the soft component represents fragments from

projectile nucleons (their gluon constituents), and the hard component rep-

resents dijet fragments from large-angle-scattered partons (gluons).
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In this study the TCM has been applied to MB trigger-associated (TA)

correlations for several charge multiplicity classes of 200 GeV p-p collisions.

A conditional hard component Hh(yta|ytt) has been extracted by analogy

with TCM analysis of single-particle spectra. The TA hard component

reveals the kinematic limits of jet fragment production and is directly com-

parable with measured jet fragmentation functions from e+-e− collisions.

These TA correlation results have implications for underlying-event (UE)

analysis. Consistent with MB angular-correlation analysis the TA results

confirm that the triggered dijets make a strong contribution to the trans-

verse region or TR, contradicting conventional UE assumptions. The in-

crease of the N⊥ charge multiplicity in the TR with jet trigger yt,trig results

not from multiple parton interactions (MPI) but from increased probability

of low-multiplicity hard events including only a single dijet. The MPI rate is

increased by selecting instead higher event multiplicities nch. The physical

UE is then the MPI rate determined by nch plus the TCM soft component.

This work was supported in part by the Office of Science of the U.S.

DOE under grant DE-FG03-97ER41020.
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Color reconnection and its effects
on precise measurements at the LHC

Torbjörn Sjöstrand
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Sölvegatan 14A, SE-223 62 Lund, Sweden

There is experimental evidence for the occurrence of color reconnection,
but the mechanisms involved are far from understood. Previous reconnec-
tion studies are briefly summarized, and some potential implications for
LHC physics are outlined.

1. Introduction

LHC events have a complicated structure, which involves many physics

components, the main ones being hard-process matrix elements, parton dis-

tribution functions, multiple parton interactions (MPIs), initial-state radia-

tion (ISR), final-state radiation (FSR), beam remnants, hadronization and

decays. All of these contain challenges, but are still understood individually,

to some extent. When combined, additional sources of uncertainty appear,

however. Foremost among these, color reconnection (CR) represents the

uncertainty induced by the high density of color charges, that may interact

in a nontrivial nonlinear manner.

To put numbers on the challenge, about ten charged particles are pro-

duced per unit of rapidity for LHC events at around y = 0. These come

from around ten primary hadrons, which in their turn come from ten color

strings [1] crossing y = 0, according to Pythia [2] simulations. The distri-

butions are very widely spread around this average, so much higher densities

are common. The string density is largely driven by the MPI component,

where each gluon–gluon scattering may lead to two strings crossing y = 0,

but it also receives contributions from ISR and FSR. The string width is the

same as that of a hadron, the two being dictated by the same confinement

physics, and most of the strings are produced and evolve within the trans-

verse area of the original proton–proton collision. Therefore many strings

overlap in space and time, potentially leading to nonlinear effects. Further-

more, the small number of colors, NC = 3, inherently leads to ambiguities

which partons belong together in separate color singlets.

65



One approach to this issue would be modify or abandon existing hadroni-

zation models, color ropes [3] being an example of the former and quark–

gluon plasma of the latter. Less dramatic is the CR road, where hadroniza-

tion as such is unmodified and the nonlinear effects are introduced via mod-

els that “only” reassign colors among partons. In the following we will study

such models and some of their consequences.

2. Historical overview

The idea that color assignments provided by perturbation theory could

be modified by nonperturbative effects was around already soon after the

birth of QCD. The color octet production mechanism g∗ → cc → J/ψ
[4] is an early example. Such color rearrangement effects were studied

more systematically for B decay [5], and the sequence B → J/ψ → ℓ+ℓ−

was proposed as an especially convenient test [6]. Indeed the B → J/ψ
branching ratio suggests a non-negligible but not dominant fraction of the

b→ cW− → ccs rate, kinematical restrictions taken into account [7].

Color reconnection in minimum-bias hadronic physics was first intro-

duced [8] to explain the rising trend of 〈p⊥〉(nch) observed by UA1 [9].

The starting point here is that large charged-particle multiplicities predom-

inantly come from having a large MPI activity, rather than from high-p⊥
jets, say. If each such MPI produces particles more-or-less independently of

each other, then the 〈p⊥〉 should be independent of the number of MPIs,

and hence of nch. The alternative is that each further MPI brings less and

less additional nch, while still providing an equally big p⊥ kick from the

(semi-)hard interaction itself, to be shared among the produced hadrons.

This is possible in scenarios with CR, if reconnections tend to reduce the

total string length λ [10],

λ ≈
∑

i,j

ln

(

m2
ij

m2
0

)

, (1)

where i, j runs over all color-string-connected parton pairs and m0 ≈ 1 GeV

is a reference scale of a typical hadronic mass.

As an aside, other aspects (well modeled in generators) drive the rise

of 〈p⊥〉(nch) at small nch. Furthermore, the absolute normalization of 〈p⊥〉
in this region comes straight from tunes of hadronization to e+e− data,

supporting the notion that beam-remnant hadronization is no different from

that of jets so long as the string density is low.

W pair production at LEP 2 was expected to offer an interesting test bed

for such concepts, i.e. whether the qq pair produced in each W decay would

hadronize separately or whether e.g. the q from one W could hadronize
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together with the q from the other. Notably, this could mess up W mass

determinations. Unfortunately, results were not conclusive.

• Perturbative effects are suppressed for a number of reasons, notably

that hard-gluon exchanges would force the W propagators off-shell,

giving a negligible uncertainty 〈δMW 〉 ≤ 5 MeV [11].

• Several nonperturbative CR models predicted large effects and could

promptly be ruled out. More conservative ones [11] could not be

excluded, but were not favored [12], and gave 〈δMW 〉 ∼ 40 MeV.

• Additionally Bose-Einstein effects, i.e. that the wave function of iden-

tical integer-spin hadrons should be symmetrized, could affect the sep-

arate identities of the W+ and W− decay products. Effects on 〈δMW 〉
could be as large as 100 MeV, but again more likely around 40 MeV

[13]. An effect of the latter magnitude is disfavored by data, but again

not fully ruled out [14].

Given the clean LEP environment, it was feasible to trace the space–

time evolution of the strings [11], and use that to decide if and where a

reconnection would occur. Two alternative scenarios were inspired by Type

II and Type I superconductors. In the former, narrow vortex lines at the core

of the strings carry the topological information, and so it was assumed that

strings could reconnect only if and where these cores crossed. In the latter,

strings are viewed as elongated bags with no marked internal structure, and

therefore the reconnection probability was related to the integrated space–

time overlap of these bags. In both cases reconnections that reduced the

total string length could be favored.

A future high-luminosity e+e− collider for the study of Higgs production

would, as a by-product, provide much larger W+W− samples and thereby

allow more precise tests. Assuming an effect is found, its energy and angular-

orientation dependence could constrain the range of allowed models [15].

The observation of diffractive event topologies in Deeply Inelastic Scat-

tering at HERA has also been interpreted as a consequence of CR [16]. This

offers an alternative to the Ingelman–Schlein picture [17] of scattering on

a Pomeron (or glueball, in modern language) component inside the pro-

ton. Both approaches can be tuned to give comparable phenomenology, so

there is no clear winner at HERA. Nevertheless, HERA, Tevatron and LHC

diffractive data can provide significant constraints on any universal model

of color reconnection. This also includes topics such as diffractive jet, W
and Higgs production. Diffraction and models for diffraction is such a major

topic in its own right [18] that it is impossible to cover it here.

It is also plausible that both CR and Pomeron mechanisms contribute

to the appearance of rapidity gaps. To exemplify, a rapidity gap between

two high-p⊥ jets likely is dominated by reconnection, whereas small-mass

diffraction comes more naturally in a traditional Pomeron language.
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Fig. 1. 〈p⊥〉(nch) with the default Pythia 8 Tune 4C [21], and the same with CR

switched off, compared with ATLAS data [22].

3. Status at the LHC

While most of the basic ideas for MPI modeling existed a long time ago

[8], gradually models have become more sophisticated. One key example

is the handling of beam remnants [19]. As a starting point, the color flow

in each separate MPI, including its associated ISR and FSR, is traced in

the NC → ∞ limit [20]. (This limit gives a well-defined color topology, as

needed for the string hadronization model.) But any color coming into an

MPI must be compensated by a corresponding anticolor left behind in a

remnant, which for NC → ∞ leads to a remnant momentum to be shared

between a multitude of string endpoints. Such a scenario is not ruled out,

since essentially no data exists on how the remnant structure changes as a

function of the central multiplicity, and since a modeling could introduce

many free tuning parameters, but neither is it plausible.

Instead it is likely that the Nc = 3 reality leads to a smaller remnant

color charge, as the initial color of one MPI often compensates the anticolor

of another, thereby correlating the color flow of these two MPIs right up to

the final state. Such correlations means that fewer strings need to be drawn

out to the beam remnants for high MPI multiplicities, offering a mechanism

for a rising 〈p⊥〉(nch), but nowhere near enough. Thus, also with modern

models, LHC data reconfirm the need for a further mechanism, such as CR.

This is illustrated in Fig. 1.
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The almost perfect agreement in Fig. 1 is fortuitous, and it looks less

impressive with other selection criteria [22, 23], even if the qualitative fea-

tures still are reproduced. So there is room for improvements of the CR

modeling, or for other physics mechanisms.

Over the years, Pythia 6.4 has come to contain a dozen of CR scenarios,

many closely related. Unlike the above-mentioned e+e− scenarios there is

no attempt to trace a space–time evolution. Instead the guiding principle is

to reduce the total string length, as defined by the λ measure of Eq. (1) or,

alternatively, by the
∑

i,j m
2
ij (GAL, Generalized Area Law [24]). Typically

an algorithm may go something like [25]

• Calculate a reconnection probability Prec = 1−(1−χ)nMPI , where nMPI

is the number of MPIs in the current event and χ is a free reconnection

strength parameter.

• Each string piece is chosen to be a candidate for reconnection with a

probability Prec.

• Use a simulated annealing algorithm to perform reconnections between

the candidates picked in the previous step, favoring a reduced λ.

By contrast, currently Pythia 8.1 only contains one scenario, where

either all or none of the final-state partons of a MPI system are attached to

the string pieces of a higher-p⊥ system, in a way so as to keep λ minimal.

The lower the p⊥ scale of an MPI, and the larger the number of other MPIs,

the more likely it is to be disassembled by CR.

Also the other standard LHC generators face similar issues. The in-

clusion of CR into Herwig/Herwig++ [26] is of fairly recent date [27].

CR is necessary not only to to describe 〈p⊥〉(nch) but also, for example,

the dnch/dη distribution. Again a simulated annealing approach is used

to reduce
∑

m2, where the sum runs over all clusters, akin to the GAL

above. Sherpa [28] currently has an MPI model based on the Pythia

one, but without any color reconnection. Therefore it also fails to describe

the 〈p⊥〉(nch) distribution. A new model for minimum-bias and underlying

events is in preparation [29] that should address it.

4. The mass of unstable colored particles

Confinement leads to ambiguous masses for colored particles, since they

cannot be studied in isolation. Short-lived colored particles, like the top,

do not even form hadrons with well-defined masses. For the kinematics of

production and decay, an event generator therefore have to use its own mass

definition, that is close to but not necessarily identical with the pole mass.

This inherently leads to ambiguities in a translation of a generator-assisted

top mass measurement into a corresponding MS mass.
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Furthermore the top quark, as well as the W and Z gauge bosons, travel

a distance cτ ≈ 0.1 fm before they decay, i.e. significantly less than a pro-

ton radius. Therefore their decays take place right in the middle of the

showering/hadronization region, and so quarks (and gluons) produced in

the decays are subject to the CR issues already discussed. That is, in a

decay t→ bud the b for sure is color-connected somewhere else, giving mass

ambiguities, but additionally the ud system may or may not remain as a

separate singlet, further contributing to the uncertainty.

Studies with Pythia 6.4 for the Tevatron suggested a total uncertainty

approaching 1 GeV [25] when comparing different tunes. Of this a large

part comes from the description of the perturbative stage, i.e. ISR and FSR

uncertainties, which should have shrunk considerably since, with the advent

of more sophisticated matching/merging techniques. But up to 0.5 GeV

remains as a potential error related to CR issues. To put this in context,

current top mass measurements at the Tevatron and the LHC now have

statistical errors of the order 0.5 GeV, and quote systematic errors below

1 GeV [30].

Clearly this issue needs to be studied further, to try to constrain the

possible magnitude of effects from data itself. CR effects should depend on

the event kinematics, which would allow to test and constrain models. Such

studies have already begun in CMS [31], although statistics does not yet

allow any conclusions to be drawn.

As already mentioned, Pythia 8.1 does not yet have a range of CR

scenarios to contrast, but CR on or off gives a shift of ≈ 0.15 GeV. Unfor-

tunately this difference does not vary dramatically as a function of some

obvious kinematical variables, but further studies are planned.

In top decays to leptons, t → bℓ+νℓ, the lepton p⊥ spectrum offers a

CR-independent observable, that may allow an alternative route. It will

face other challenges, however.

5. Summary and outlook

Color reconnection as such is well established, e.g. fromB → J/ψ. Given

the high string and particle densities involved in a high-energy pp collision,

it is hard to imagine that it would not play a prominent role also there.

This does not mean that what we today ascribe to CR could not be a

much richer mixture of high-density effects, such as color ropes or collective

flow. The particle composition as a function of p⊥ is one example of LHC

distributions not well described by Pythia simulations, and where thus

some further mechanism may be at play. There is a twist to this story,

however, in that CR in pp events can give some of the observed effects

similar to the collective flow of heavy-ion collisions [32], by a combination
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of two factors. Firstly, a string piece moving with some transverse velocity

tends to transfer that velocity to the particles produced from it, albeit

with large fluctuations, thereby giving larger transverse momenta to heavier

hadrons. Secondly, a string piece has a larger transverse velocity the closer

to each other the two endpoint partons are moving, which is precisely what

is favored by CR scenarios intended to reduce the string length.

In the near future, the intention is to implement new CR models for

pp collisions into Pythia 8, partly to offer a broader spectrum of possibili-

ties, partly to add further physics aspects, such as the space–time and color

structure, to provide more realistic scenarios. Other generator authors will

also offer their schemes. When systematically confronted with a broad spec-

trum of data the hope is to see a pattern emerge, where some approaches

are more favored than others. It would be foolish to promise that a unique

answer will be found, however; we will have to live with CR uncertainties in

many precision measurements. The top mass is the obvious example, but

others are likely to emerge as LHC exploration continues.

In the far future, a high-luminosity e+e− Higgs factory would offer a

second chance to study CR and related effects in W+W− events.
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Study of the helix model

Šárka Todorova-Nová

Institute of Particle and Nuclear Physics, Charles University, Prague

The quantum properties of a helix-like shaped QCD string are studied
in the context of the semi-classical Lund fragmentation model. It is shown
how simple quantization rules combined with the causality considerations
in the string fragmentation process describe the mass hierarchy of light
pseudoscalar mesons. The quantized helix string model predicts observable
quantum effects related to the threshold behaviour of the intrinsic trans-
verse momentum of hadrons, and of the minimal transverse momentum
difference between adjacent hadrons.

1. Introduction

The concept of the QCD string with a helical structure has been intro-

duced in [1] and some of its potential explored in [2]. The model has been

shown to decribe the experimentally established correlations between the

longitudinal and transverse momentum components of hadrons measured

by DELPHI at LEP [3] and the azimuthal ordering of hadrons, recently

observed by ATLAS at LHC ([4]).

The aim of this contribution is to discuss in some detail the space-time

evolution of partons following a breakup of a QCD string with a helix struc-

ture. A concept of string quantization emerges from these considerations

which has the merit to describe, in a consistent manner, several experimen-

tal observations.

2. Space-time properties of helical string model

In the transition from the 1-dimensional Lund string to a 3-dimensional

helix-shaped string, it is necessary to reconsider some of the model proper-

ties. The basic assumption of a string modelling the confining QCD field

with a constant string tension (κ ∼ 1 GeV/fm) remains unchanged. How-

ever, the use of light-cone coordinates is no longer appropriate, as the trajec-

tory of partons in the model is always bent by the interaction with the field.

73



!"#""$%&"'()*"

+"$%&*"

!"#$%$&'(&

&&&)""*$+,-.%&

/.*+,0&-1+/&

Fig. 1. The 2-dimensional coordinate sys-

tem describing a helix-shaped string con-

sists of the longitudinal string axis z

and the folded transverse coordinate RΦ,

where R stands for radius of the helix and

the Φ indicates the helix phase.

In the case of slowly varying

field, the string can be approxi-

mated by an ideal helix with radius

R and constant pitch dΦ/dz, where

Φ stands for the azimuthal angle

(helix phase) and z is the space co-

ordinate parallel to the string axis.

Movement of a parton along the

string can be thus described with

the help of the longitudinal coor-

dinate z and the folded transverse

coordinate RΦ (Fig. 1).

Following a string breakup at

[ReiΦB , zB, tB] into a pair of mass-

less partons created at rest, the par-

tons will move along the string and

acquire the momentum

p||(t) = ±κβ c (t − tB)

pT (t) = ±κR(eiωc(t−tB) − eiΦB ).

(1)

The longitudinal velocity of partons β is related to the angular velocity

ω
β =

√

1 − (Rω)2, (2)

(the light-cone coordinates are recovered in the limit case Rω = 0).

The momentum of a direct hadron created by adjacent string breakups

at [ReiΦi , zi, ti], [ReiΦj , zj , tj] is

Eh =
κ

β
|(zi − zj)| =

κ

β
|∆z|,

ph,|| = κβ(ti − tj) = κβ∆t,

ph,T = κR(eiΦi − eiΦj ),

(3)

and its mass is

mh = κ
√

(∆z/β)2 − (β∆t)2 − (2R sin∆Φ/2)2. (4)

There is a fundamental difference (well illustrated by Eq. 4) between

the helical string model and the standard Lund string model in what con-

cerns the causality relation between breakup vertices. In the standard
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Lund string model, the creation of a massive direct hadron requires a

space-like distance between breakup vertices (β = 1, mh > 0 ⇒ |∆z| >
|∆t|). This implies some amount of magic has to be applied to make the

hadrons emerge from the fragmentation with the correct mass. It turns out

the problem of the on-shell birth is easily resolved in the helical string

model, where a time-like distance between breakup vertices is possible.

Fig. 2. The information about

the string breakup propagates

preferably along the string field,

though a cross-talk between

string loops is not excluded, ei-

ther. The requirement of causal

relation between breakups leads

to an effective decoupling of the

longitudinal and transverse com-

ponent of the hadron momenta in

the former case (see text).

In the following, the time-like distance

between adjacent breakup vertices will be

imposed - this is equivalent to the intro-

duction of the causal relations in the Lund

string fragmentation process. However,

there is an ambiguity concerning the way

the signal is allowed to propagate. If the

information (about a breakup of the string

at a given point) is allowed to pass along

the string only, the space-time distance be-

tween adjacent vertices becomes negligible

(to the extent we have neglected the parton

masses) which means the propagating par-

ton essentially triggers the following break-

up and the mass of the outcoming hadron

is (note that in this case ∆z = β∆t)

mS(∆Φ) = κR
√

(∆Φ)2 − (2 sin∆Φ/2)2.
(5)

It is interesting to see that the longi-

tudinal momentum is factorized out from

the equation and that the hadron mass de-

pends on the transverse properties of the

string shape only. To obtain a discrete mass spectrum, it is sufficient to

introduce quantization of the transverse coordinate RΦ (to be discussed in

the following section).

There is of course also a possibility that the information about the

breakup travels inside the string vortex (Fig. 2). To maintain the time-

like difference between string breakups in such a case, the allowed time

difference is then restricted to the interval
√

(∆z)2 + (2R sin∆Φ/2)2 ≤ c∆t ≤
√

(∆z)2 + (R∆Φ)2 (6)

and the outcoming hadron has a mass mC in the range

mS(∆Φ) ≤ mC(∆Φ) ≤ mS(∆Φ)
√

1 + β2 (7)

(the subscripts S, C stand for “singular” and “continuous” mass solutions).
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3. Mass spectra

Building on the causality requirements, we have obtained relations be-

tween the transverse string properties and the allowed hadron mass spec-

trum. It seems only natural to take a step further and to try to establish

a quantization pattern for the string fragmentation which would match the

measured discrete hadron mass spectra.

Let’s assume the string quantization is realized through the quantization

of the transverse coordinate

RΦ ⇒ nR∆Φ = nξ, (n = 1, 2, . . .) (8)

and that the n=1 case corresponds to the lightest hadron, the π meson.

Eq. 5 is particularly interesting for the study of light meson mass hierar-

chy because it describes the narrow pseudoscalar states (PS) decaying into

an odd number of pions

PS → nπ, n = (1), 3, 5, . . .

m(PS) = κ
√

(nξ)2 − (2ξ/∆Φ)2sin2(n∆Φ/2).
(9)

The results of the best fit matching the Eq. 9 to experimentally measured

data [5] are listed in Table 1. Despite the fact that the simultaneous fit of

2 unknowns (R, ∆Φ) from 3 hadronic states is overconstrained, a common

solution describing the properties of the ground state is found. The π,

η(548) and η′(958) masses are reproduced by Eq. 9 with precision better

than 3% using ξ = 0.192 fm and ∆Φ=2.8 (for κ =1 GeV/fm).

κξ [MeV] κ R [MeV] ∆Φ

192.5 ± 0.5 68 ± 2 2.82 ± 0.06

meson PDG mass [MeV] model estimate [MeV]

π 135 - 140 137

η 548 565

η′ 958 958

Table 1. Best fit of the parameters of the pion ground state obtained from the

mass spectrum of light pseudoscalar mesons. The η mass is reproduced within a

3% margin which serves as the base of uncertainty for R, ∆Φ parameters.

Fig. 3 shows the dependence of the mass of PS mesons as a function of

∆Φ in Eq.( 9). With increasing ∆Φ, the predicted masses of η and η′ reach

the plateau (around ∆Φ ∼ 1.5 rad) and lose sensitivity to the ∆Φ value,

but the mass of the π meson rises steadily till ∆Φ ∼ 5 rad and effectively

fixes the ∆Φ value in the model.
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Fig. 3. The predicted masses of light pseudoscalar mesons as function of helix phase

difference ∆Φ, for fixed R∆Φ=0.192 fm rad.

The scalar nature of PS states is in agreement with the expectations of

the quantization model: mT (PS) = n mT (π), thus the decay products of

(η, η′) have negligible (longitudinal) relative momentum in the rest frame of

the mother resonance.

If the quantization model, in the first approximation, fits the mass spec-

tra of light PS mesons, what can be said about the vector mesons (VM)?

The lightest vector mesons ρ(770) and ω(782) can be interpreted as n=4

states decaying into m < n pions:

mS(n = 4) = 0.76 GeV,

or n=3 states formed according to Eq. 7:
√

2 mS(n = 3) ∼ 0.79 GeV,

and their non-zero total angular momentum arises from the relative momen-

tum of decay products (kinematically allowed since mT (V M) > m mT (π).

The mass of K∗(890) and Φ(1020) mesons can be roughly associated

with the mass of the ρ(770) increased by the mass of the strange quark(s)

(∼120 MeV). (The same reasoning would classify K meson as a n = 2 state.)

It is worth noticing that the quantization of the transverse component

of the string is equivalent to the quantization of the angular momentum

J stored in the string (proportional to the transverse area spanned by the

string) and that the relation
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J ≃ κ(R∆Φ)2 = m2
T /κ (10)

indicates that the spectra derived from the model will lie along Regge tra-

jectories.

4. Transverse momentum threshold
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Fig. 4. Comparison of the helix string

model predictions with the DELPHI data

[3]. The production of low pT charged

particles is overestimated by the model

when decay of short lived resonances is

treated as a smooth continuation of the

fragmentation of the helix string.

The discretization of the mass

spectrum is not the only quantum

effect which can be observed in the

string fragmentation. In fact, the

current investigation of the prop-

erties of the helix string quantiza-

tion was prompted by the study of

the inclusive pT spectra. In [2] it

has been shown that the helix string

model significantly improves the de-

scription of the inclusive low pT re-

gion. It has been also shown that

the strength of the azimuthal cor-

relations between hadrons can be

described by the model only if the

helix string model is extended to

the decay of short-lived resonances.

However, it turns out that such an

extension spoils the agreement be-

tween the LEP data and the helix

model essentially because the reso-

nance decay according to the helix

shaped “field memory” produces way too many low pT particles (Fig. 4).

The effect cannot be tuned away as there are essentially no relevant free

parameters left in the model. A careful study of the discrepancy and the

gradients of the pT spectra does not exclude existence of a natural pT cutoff

just below 0.2 GeV.

It is therefore encouraging to see - on the basis of results obtained in

the previous section - that the production of soft pions with the p ∼ pT <
0.14 GeV should be supressed in the quantized model. This result has yet

to be propagated through the entire fragmentation and decay chain but

this particular model feature is expected to help the regularization of the

soft particle production in the helix string model extended to the decay of

resonances.
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5. Momentum difference of adjacent hadrons

The quantization of the helix string implies a quantization of the mo-

mentum difference between adjacent hadrons. Since the local charge conser-

vation forbids the production of adjacent like-sign charged hadron pairs in

the fragmentation process, the quantum effects can play a large role in the

correlation phenomena with a significant difference between particle pairs

with like-sign and unlike-sign charge combination.

Q [ GeV/c ]
0 0.1 0.2 0.3

 chain in ground state­π+π­π+π

unlike­sign pairs

like­sign pairs

Helix string parameters:

 0.007 fm±radius = 0.07 

) = 0.192 GeV 
T

(m∆

Fig. 5. The correlation pattern estimate for a chain of 4 charged pions in the ground

state (Table 1). The longitudinal momentum differences are neglected, a variation

of 10% is applied on the helix radius instead, in order to obtain a smooth spectra.

In the approximation of an ideal, or slowly varying helix string field, it is

possible to make an estimate of the charge combination asymmetry induced

by quantization. Consider a chain of adjacent charged pions in the ground

state, for example from η′ decay. The homogenity of the QCD field implies

the difference between longitudinal momenta components of such pions is

negligible. The momentum difference between pions along the chain is then

given by the helix phase difference

Q =

√

−(pi − pj)2 ≈ 2pT |sin[0.5(Φi − Φj)]|
= 2pT |sin[0.5(j − i)∆Φ]|,

(11)

79



where pT (∼ 0.14 GeV) is the transverse momentum of the pion in the ground

state, i, j = 0, 1, 2, 3 are integers corresponding to the rank of the hadron

along the chain, and ∆Φ(∼ 2.8) is the opening azimuthal angle between

adjacent ground state pions. Fig. 5 shows the resulting correlation pattern

with a marked separation of like-sign and unlike-sign pairs (the helix radius

has been randomly varied by 10% in order to produce a smooth spectrum).

The onset of excess of like-sign pairs occurs at Q ∼ 0.2 GeV in the model.

A large amount of experimental data provides evidence of an excess of like-

sign hadron pair production in the low Q region. Most often, the data are

studied from the perspective of the Handbury-Brown-Twiss model, i.e. as a

signature of the incoherent particle production. The helix string model sug-

gests an alternative point of view - such correlations may well be associated

with fully coherent hadron production. In the specific case under study, due

to the large opening angle ∆Φ, the quantized chain of ground state pions

acquires properties reminiscent of Bose-Einstein condensate.

It should be possible to make a more precise experimental evaluation of

the role of hadron ’chains’ (and η′ decay) in the correlation signal. Such a

study may have a significant impact on the further development of the helix

model, as it may confirm, or reject, the hypothesis of a strong link between

resonance production and correlation phenomena.

6. Conclusions

The properties of the quantized helix string model have been investi-

gated using a data driven simple quantization recipe. The model allows to

introduce proper causal relations between the breakup vertices in the string

fragmentation. The causality represents a strong constraint for the particle

production and helps to understand the emergence of narrow hadronic res-

onant states. The fit of the light pseudoscalar mesons provides the param-

eters describing the ground hadronic state, and allows to make predictions

concerning the threshold behaviour of relevant observables, to be verified

with the help of experimental data.
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Measurement of the charged kaon correlations at small
relative momentum in the SELEX experiment

Grigory Nigmatkulov on behalf of the SELEX Collaboration†

National Research Nuclear University “MEPhI”, Moscow, Russia, 115409

We report the first measurement of charged kaon Bose–Einstein corre-
lations produced by 600 GeV/c Σ−, π− and 540 GeV/c p beams in the
SELEX experiment. The SELEX (E781) experiment at Fermilab is a fixed
target three–stage magnetic spectrometer designed for study hadroproduc-
tion at high acceptance for forward interactions (xF ≥ 0.1).

One–dimensional charged kaon correlation functions were obtained for
all three beams and three pair transverse momentum ranges. The femto-
scopic parameters for the radii and correlation strength of the kaon source
were extracted. The fit results show the decrease of the emission source
radii with the increase of the pair transverse momentum.

1. Introduction

A measurement of the two-particle correlations at small relative mo-

mentum (also known as correlation femtoscopy) allows to measure spatio-

temporal parameters of the particle-emitting source [1–4]. Previously cor-

relation femtoscopy studies were performed for lepton-lepton [5], lepton-

and hadron-hadron [6], and heavy ion collisions [7]. The high-statistics

data from different experiments at powerful accelerators and development

of theoretical formalism has expanded the information extracted from cor-

relations from the original source size measurements to the extraction of

the shape, extent and dynamical timescale of the emission region. These

analyses usually study pions, however, measurements of heavier particles

can complete the extracted information.

† SELEX Collaboration: Bogazici University, Carnegie-Mellon University, Centro

Brasileiro de Pesquisas F́ısicas, Fermi National Accelerator Laboratory, Institute for

High Energy Physics (Protvino), Institute of Theoretical and Experimental Physics

Max-Planck-Institut für Kernphysik, Moscow State University, Petersburg Nuclear

Physics Institute, Tel Aviv University, Universidad Autónoma de San Luis Potośı,

University of Bristol, University of Iowa, University of Michigan-Flint, University of

Rome “La Sapienza” and INFN, University of São Paulo, University of Trieste and

INFN
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In this paper, the preliminary results of study of pair transverse momen-

tum dependencies of charged kaons emission source parameters for different

initial state conditions in the SELEX experiment will be presented.

2. Data analysis

In this proceedings the most important features of the experimental

setup used in current analysis will be listed. The detailed description of

the SELEX experiment can be found elsewhere [8]. SELEX (E781) is a

three-stage magnetic spectrometer, designed for hadroproduction study at

forward interactions (xF ≥ 0.1). The negatively charged 600 GeV/c beam

contains approximately equal fractions of Σ and π, meanwhile the posi-

tively charged beam contains 92% of protons and 8% of π. Beam particle

was identified as a meson or a baryon by a transition radiation detector.

Interactions were happen in a composite target (2 Cu and 3 C separated by

1.5 cm one by another), wich total thickness equals to 5% of an interaction

length for protons. Downstream of the target 20 planes of vertex silicon

strip detectors with about 5 µm space resolution were placed. A particle

momentum was measured by deflection of the track position by two mag-

nets M1 and M2 in a system of proportional wired chambers and silicon

strip detectors. Momentum resolution of a typical 100 GeV/c track was

σp/p ≈ 0.5%. Charged particle identification was performed with a Ring

Imaging Cherenkov detector (RICH) [9], which separated kaons from pi-

ons in a wide momentum range up to 165 GeV/c. In current analysis we

used only particles with momentum from 45 to 165 GeV/c, identified by the

RICH detector as kaons, and distance of closest approach to the primary

vertex less than 20 µm [10].

3. Correlation functions

Identified kaons from the same event were combined to the pairs in order

to form the signal distribution A(Q) of relative momentum:

Q =
√

(~p1 − ~p2)2 − (E1 − E2)2, (1)

where ~p1, E1 and ~p2, E2 are momentum and energy of the first and the sec-

ond particle respectively. Pairs combined from different events were used in

order to construct uncorrelated background distribution B(Q) (also known

as an event mixing technique). A correlation function is defined as a ratio:

C2(Q) =
A(Q)

B(Q)
· D(Q), (2)
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where D(Q) is so-called correlation baseline that describes all non-femto-

scopic correlations, for instance, the correlations caused by the momentum-

energy conservation [11]. In the simplest case non-femtoscopic effects can

be parameterized by a 2nd order polynomial:

D(Q) = 1 + aQ + bQ2. (3)

The correlation function of identical spinless bosons should increase at small

relative momentum except for very small values where Coulomb interaction

becomes dominant. In order to extract the size of the emission region one

can use a Gaussian form:

C2(Q) = N(1 − λ + K(Q)(λe−R2Q2

)) · D(Q), (4)

where N is a normalization parameter, λ – shows the fraction of particles

emitted independently, R – radii of the emission source, and the factor

K(Q) is the Coulomb function [12, 13]. For the estimation of the baseline

without Bose–Einstein correlations and final state interactions the Monte

Carlo event generator PYTHIA-6.4.27 [15] with the Perugia 2011 tune [16]

was used.

Current analysis was performed for Σ−, π− and p beam types, and for

three pair transverse momentum ranges kT : (0–0.3), (0.3–0.55), (0.55–0.85)

GeV/c. Here the transverse momentum of a pair is defined as:

kT = | ~pT1 + ~pT2|/2, (5)

where ~pT1 and ~pT2 are transverse momenta of the first and the second

particle respectively.

Fig. 1 shows a comparison between experimental correlation functions

and correlation functions obtained from the Pythia event generator using

Perugia 2011 tune (blue open circles). It becomes clear, that simulated

correlation functions (baseline) reproduce experimental for each beam type

and kT region, i.e. they describe all long-range correlations.

Due to the fact that Pythia does not contain Bose-Einstein correlations

and final state interactions, but describes non-femtoscopic effects, it is nec-

essary to correct experimental distributions on the simulated correlation

functions. Fig. 2 represents the correlation functions obtained with this

correction. Correlation functions were fitted by Eq. 4, where the Coulomb

function K(Q) was integrated over a spherical source of 1 fm.

Fig. 3 shows the source radii dependencies on pair transverse momentum

kT . The source radii decreases with kT for all beam types. It can be also

seen that the source radii is less for the meson than for the baryon beams.

The decrease of the source radii with kT was previously measured in

heavy ion collisions and interpreted as a collective hydrodynamic expansion
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(a) Correlation functions of the K
+

K
+ system

(b) Correlation functions of the K
−

K
− system

Fig. 1: Comparison of experimental and simulated correlation functions ob-

tained for three kT bins: (0–0.3), (0.3–0.55), (0.55–0.85) [GeV/c]. From top

to bottom rows represent Σ−, π− and p beams respectively. Solid circles

show experimental correlation functions, open circles represent baselines

obtained from Pythia.
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(a) K
+

K
+ correlation functions

(b) K
−

K
− correlation functions

Fig. 2: Correlation functions obtained after the correction on baselines for

three kT bins: (0–0.3), (0.3–0.55), (0.55–0.85) [GeV/c]. From top to bottom

rows represent Σ−, π− and p beams respectively.
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(a) K
+

K
+ source parameters

(b) K
−

K
− source parameters

Fig. 3: kT dependencies of the emission source radii. Red circles, magenta

squares and blue triangles show the source radii obtained for Σ−, π− and p
beams respectively.
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of the created matter [7, 17]. The similar behavior was observed for pp

collisions at RHIC and LHC, but it still lacks a firm interpretation for the

events with low multiplicities. At high multiplicities hydrodynamic phase

contribution is becoming more significant role and the experimental data

have a better description by theory.

4. Summary

Charged kaons correlations at small relative momentum have been mea-

sured in the SELEX experiment for Σ−, π− and p beams and three kT

regions. The emission source radii parameters have been extracted. The

decrease of the source radii for all beam types with the pair transverse

momentum kT has been observed.
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We present the implementation within the Pythia8 event generator
of a set of parton distributions based on NNPDF methodology. We con-
struct a set of leading-order parton distributions with QED corrections,
NNPDF2.3QED LO set, based on the same data as the previous NNPDF2.3
NLO and NNLO PDF sets. We compare this PDF set to its higher-order
counterparts, we discuss its implementation as an internal set in Pythia8,
and we use it to study some of the phenomenological implications of photon-
initiated contributions for dilepton production at hadron colliders.

1. PDFs and event generators

The needs of physics at the LHC require an increasingly accurate control

of the parton substructure of the nucleon: for example, this is a necessary

ingredient in the accurate determination of Higgs couplings [1, 2], which

in turn is essential both for precision determination of Standard Model pa-

rameters and for indirect searches for New Physics. Current sets of parton

distributions [3] are based on increasingly refined theory, use an increasingly

wide dataset (now also extended to LHC data) and attempt to arrive at an

estimation of uncertainties which is as reliable as possible. An important

ingredient in achieving all of these goals is the integration of parton distri-

butions within Monte Carlo event generators [4]. Indeed, parton showering

and hadronization are necessary in order to bridge perturbative QCD cal-

culation with the quantities which are actually measured in experiments, all

the more so as less inclusive observables are considered, even though also

for observable which are in principle inclusive (such as the production of

gauge bosons) comparisons are best made between theoretical predictions,

and data collected in an experimental fiducial region.

Whereas next-to-leading (NLO) order Monte Carlo tools play an in-

creasingly important role, leading-order (LO) Monte Carlo simulations are
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still commonly used in a variety of applications. Furthermore, both LO and

NLO Monte Carlo event generators typically rely on leading-order PDFs for

the description of multiple-parton interactions and the underlying event, so

that in fact generators which include a hadronization model, such as Pythia

(and specifically its current version, Pythia8 [5]) are tuned using one or

more ‘native’ PDF sets

In this short contribution, we will discuss the NNPDF2.3QED LO PDF

set, and its implementation within Pythia8: this is a PDF set which is based

on the successful NNPDF methodology, which strives to minimize theoret-

ical bias and construct statistically reliable parton distributions, recently

used to produce a first global set of PDFs using LHC data, NNPDF2.3 [6].

This PDF set was subsequently used to construct a first set of PDFs with

QED corrections and a photon distribution determined by experimental

data, NNPDF2.3QED [7]. Recent general reviews of parton distributions

are presented in Refs. [8, 9, 3].

2. The NNPDF2.3QED LO parton set

The NLO and NNLO NNPDF2.3QED PDF sets were recently presented

in [7]. In these sets, the evolution of quark and gluon PDFs is consistently

performed using combined QCD⊗QED evolution equations, and the photon

PDF γ(x, Q2) is determined from LHC vector boson production and deep-

inelastic scattering data. In order to construct a corresponding leading-order

set, NNPDF2.3QED LO, we start from the NNPDF2.1LO PDF sets [10],

with two different values of αs(MZ): 0.119 and 0.130. Note that in Ref. [10]

further LO sets were constructed, NNPDF2.1 LO* in which the momentum

sum rule was not imposed; however, this choice, sometimes advocated, did

not turn out to be especially advantageous, hence we will not discuss these

sets further.

The NNPDF2.3QED LO set is constructed by combining the PDFs from

the NNPDF2.1 LO set with the photon PDF from the NNPDF2.3QED NLO

set at Q2

0
= 2 GeV2, and then evolving upwards this boundary condition

with combined LO QCD⊗QED evolution equations, including O(αs) and

O(α), but not O(ααs) terms. This procedure (which clearly retains LO

QED+QCD accuracy) is justified because of the very mild correlation be-

tween the photon and the other PDFs, and the large uncertainty on the

photon PDF itself [7]. The set of PDFs thus obtained is then also evolved

down to Q2 = 1 GeV2: whereas leading-twist perturbative QCD might not

be accurate in this region, low-scale PDFs are necessary for tunes of the

underlying event and minimum bias physics in shower Monte Carlos.

The combined QCD⊗QED evolution has been performed with the APFEL

package [11]. Among the various forms of the solution to the evolution
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equation, differing by O(ααs) terms which are beyond our accuracy, we use

the so-called QECDS [11] solution, which was also used for the construction

of the NNPDF2.3QED NLO and NNLO sets. Strict positivity of all LO

PDFs has been imposed in the relevant range of x and Q2.

In Fig. 1 we show the gluon PDF in the LO, NLO and NNLO NNPDF2.3-

QED fits. The much larger small-x gluon is a well-known feature of LO

PDF sets, due to the need to compensate for missing NLO terms when

fitting deep-inelastic structure function data. It is an important ingredient

for tunes of soft QCD dynamics at hadron colliders.

In Fig. 2 we also show the photon PDF at Q2 = 104 GeV2, at LO, NLO

and NNLO. The small differences seen arise due to the different evolution

of quarks and gluons and their mixing with the photon through evolution

equations.

x
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10
­5

10 ­410
­3

10 ­210 ­110 1

0

5

10

15

20
 = 0.119sαNNPDF2.3QED LO, 

 = 0.119sαNNPDF2.3QED NLO, 

 = 0.119sαNNPDF2.3QED NNLO, 

)2 = 2 GeV2xg(x,Q

Fig. 1. The gluon PDF at LO, NLO and NNLO in the NNPDF2.3QED sets.

Finally, in Fig. 3 we compare the gluon PDF in the LO sets correspond-

ing to the two different values of αs(MZ) = 0.119 and 0.130: because of the

slower running of αs at LO, the smaller value is more accurate at higher

scale, and the larger value at low scales. Reassuringly, in the small x ≤ 10−4,

relevant for tunes of soft physics at hadron colliders, the two sets turn out

to agree within their large uncertainties.

3. Implementation in Pythia8 and phenomenological implica-
tions

The NNPDF2.3QED LO sets, with two different αs values, together

with their NLO and NNLO counterparts, have been implemented as internal
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Fig. 2. The photon PDF at LO, NLO and NNLO in the NNPDF2.3QED sets.
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Fig. 3. The small-x gluon PDFs in the NNPDF2.3QED LO set for αs = 0.119 and

0.130.

PDF sets in Pythia8 [5] starting with v8.180, and there is ongoing work

by the Pythia8 authors towards providing a complete new tune based on

NNPDF2.3QED LO, including all the relevant constraints from LHC and

previous lower-energy colliders [12].

For the time being, we will illustrate some of the phenomenological im-

plications of the NNPDF2.3QED LO set by generating events with Pythia8

for processes in which photon-initiated contributions are substantial. As a
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case study, we consider dilepton production at the LHC 14TeV. Related

studies were presented in the original NNPDF2.3QED paper [7] but were

restricted to the parton level, while now we include the effects of the initial

state parton shower and underlying event with the standard Pythia8 tune.

The QED shower option of Pythia8 is turned off. We generate events for

qq̄ → γ∗/Z → l+l− and for γγ → l+l−, and compare the relative contri-

butions of the two different initial states. We consider both electrons and

muons in the final state.

The invariant mass distributions of the dilepton pair at the LHC 14

TeV, without any kinematical cut, is shown in Fig. 4, in the Z peak mass

region. We shown separately the contributions from the qq̄ and γγ initiated

subprocesses (though experimentally they cannot be separated, as they lead

to the same final state). Is clear that in this region the qq̄ contribution is

much larger, while the γγ contribution is at the permille level. The total

(leading order) cross section, including branching fractions, is found to be

around 3.2 nb, in agreement with MCFM when run with the same input

PDF set. We conclude that photon-initiated contributions are generally not

required in the Z peak region, except perhaps for high precision studies, such

as the determination of the W boson mass, where a permille accuracy in

the distributions is required [13].
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Dilepton production in Pythia8 with NNPDF2.3 LO QED

Fig. 4. Invariant mass distributions of the dilepton pair at the LHC 14 TeV, com-

puted with NNPDF2.3QED LO and Pythia8. The contribution from the qq̄ and γγ

initiated subprocess are separately shown. No kinematical cuts have been applied.

The situation is quite different if we consider the high-mass tail. In Fig. 5
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we show the region of dilepton invariant masses Mll between 1 TeV and 2.5

TeV. We have applied realistic kinematical cuts based on the typical ATLAS

and CMS acceptances, namely, we require pT,l ≥ 25 GeV and |ηl| ≤ 2.5. It

is clear that now the photon-initiated contributions to the event yields are

rather more significant, ranging from 10% at low masses to up to 50% at

high masses. Therefore, photon-induced contributions are an important

background for New Physics searches in electroweak production at high

invariant masses.
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Fig. 5. Same as Fig. 4 but now in the high dilepton mass region. Realistic kine-

matical cuts have been applied to the events, see text.

In order to disentangle the two contributions, or to provide a measure-

ment which is especially sensitive to the photon PDF, one may look at the

rapidity distribution of the dilepton system. This is shown in Fig. 6 for

fixed dilepton invariant mass of 2 TeV, at LHC 14 TeV, using the same

kinematical cuts as before. It is clear that for a qq̄ initial state, the dilepton

system tends to be produced more centrally (due to the s-channel exchange

of the Z boson) while for a γγ initial state, the system is more broadly dis-

tributed in rapidity (t-channel exchange). Indeed, for the bins with larger

rapidity the contribution from γγ diagrams becomes larger than that of qq̄
contributions.

All this suggest that a measurement of the rapidity distribution of high-

mass Drell-Yan pairs, with a cut excluding the central region to enhance the

γγ contribution, might be a good way to isolate and eventually pin down

the photon contribution to gauge boson production.
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Fig. 6. The rapidity distribution of the dilepton system at LHC 14 TeV and for the

same kinematical cuts as in Fig. 5.

4. Using the NNPDF2.3QED LO sets

The NNPDF2.3QED LO sets can be obtained from the NNPDF website

http://nnpdf.hepforge.org/html/nnpdf23qed/nnpdf23qed.html

together with the corresponding C/C++ stand-alone code. They can be used

together with the LHAPDF5.9.0 interface, and they will also be available in

a future release of LHAPDF6. They are now also available as an stand-alone

internal PDF set in Pythia8. For consistency of notation, the NNPDF2.1LO

PDF set (without QED corrections) will henceforth be equivalently referred

to as NNPDF2.3 LO.

Acknowledgments: We are grateful to T. Sjostrand and P. Skands for

their help with the implementation of the NNPDF2.3 sets in Pythia8.
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Inclusive measurements at HERA from low to high x
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New inclusive Deep Inelastic Scattering (DIS) measurements are pre-
sented, obtained with the H1 and ZEUS detectors at HERA. The results
comprise (flavour) inclusive DIS cross sections as well as inclusive charm
production. In the area of inclusive DIS, both H1 and ZEUS completed last
year their high Q2 Neutral and Charged current measurements exploiting
the large statistics from the HERA II running period. For inclusive charm
production, H1 and ZEUS published a combination of numerous existing
measurements based on various tagging methods. Among other things a
precise determination of the running charm quark mass mc(mc) was ob-
tained from the combined data.

1. Introduction

Since more than 40 years one studies in Deep Inelastic Scattering (DIS)

simultaneously the nucleon structure and the strong interactions as repre-

sented by the theory of Quantum Chromo Dynamics (QCD). HERA, the

worldwide only ep collider, plays a crucial role in this field. Figure 1 (left)

shows a typical DIS process at HERA. A highly virtual gauge boson, ei-

ther a photon or a Z in Neutral Current (NC) reactions or a W boson in

Charged Current (CC) interactions, is emitted from the lepton and knocks

out a quark of the proton which is destroyed. One of the many possible

higher order reactions of the strong interaction takes places: a hard gluon is

emitted from the struck quark. The basic kinematics of the DIS scattering

is described by the following observables:

• Q2 = −q2, the negative of the squared four-momentum vector q of the

exchanged gauge boson.

• the inelasticity y = qp/kp, with k and p denoting the four-momentum

vectors of the incident lepton and proton, respectively.

• the Bjorken x, defined as x = Q2/2pq. In the quark parton model x
specifies the longitudinal momentum fraction of the proton carried by

the quark that is struck by the gauge boson.
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Fig. 1. Left: Sketch of an exemplary higher order DIS process. Right:DIS kinematic

plane of Q2 and x and coverage of various experiments.

The three variables are constrained by the relation Q2 = xys, where s
denotes the fixed squared centre-of-mass energy of the lepton-proton system.

Figure 1 (right) shows the kinematic plane in Q2 and x, covered by

various experiments in the past, present and future. The DIS region is de-

fined by Q2 ≥ few GeV2, while the photoproduction region (exchange of

quasi-real photons) is defined by Q2 < 1 GeV2. Decades ago fixed target

experiments started the exploration of the nucleon structure from the re-

gion of large x and small Q2. The H1 and ZEUS experiments at the HERA

collider extended the phase space to the region of smallest x ∼ 0.000001 and

highest Q2 ∼ 40000 GeV2. The coverage of the central detector experiments

at the pp̄ collider TEVATRON and the pp collider LHC is also indicated in

Figure 1. It overlaps with HERA; this makes the proton structure informa-

tion from HERA so crucial for obtaining predictions for many important

reactions at the two hadron colliders (e.g. Higgs production at the LHC).

In the following we will discuss some selected highlights of new inclusive

measurements from H1 and ZEUS, starting with inclusive DIS and moving

to charm production. As a reminder, H1 and ZEUS collected each about

0.5 fb−1 of ep collisions; the first quarter was taken in the HERA I period

and the other three in the HERA II period, where the lepton beams were

polarised. About half of the data were taken with e+p collisions and the

other with e−p collisions.
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Fig. 2. Recent Neutral Current reduced cross section measurements from H1.

2. Inclusive DIS

Inclusive DIS means to count every DIS event in a given region of Q2

and x. Recently the H1 and ZEUS experiments completed their inclusive

DIS analyses by releasing the full high Q2 data sets taken in the HERA II

period. The H1 publication [1] contains the finalised inclusive e±p NC and

CC data. The ZEUS paper [2] covers the last missing high Q2 data set from

ZEUS, the e+p NC data.

Figure 2 shows the e±p NC reduced cross section1 measurements by

H1 [1] as a function of Q2 for various values of x. The data were obtained

from a weighted averaging of the HERA II high Q2 inclusive DIS data,

their HERA I counterparts and also the HERA I low Q2 data. An excellent

experimental precision of about 1.5% has been reached for a large region

Q2 < 500 GeV2. In an Next-To-Leading Order (NLO) QCD analysis based

1 The NC reduced cross section is in a large part of the HERA kinematic phase space
approximately equal to the structure function F2. In specific phase phase parts the
structure functions FL and F3 also contribute significantly.

99



σ∼

ZEUS

        x

2
 = 200 GeV

2
Q

2
 = 650 GeV

2
Q

2
 = 2000 GeV

2
Q

­2
10

­1
10

2
 = 12000 GeV

2
Q

2
 = 250 GeV

2
Q

2
 = 800 GeV

2
Q

2
 = 3000 GeV

2
Q

­2
10

­1
10

2
 = 20000 GeV

2
Q

2
 = 350 GeV

2
Q

2
 = 1200 GeV

2
Q

2
 = 5000 GeV

2
Q

­2
10

­1
10

2
 = 30000 GeV

2
Q

2
 = 450 GeV

2
Q

2
 = 1500 GeV

2
Q

2
 = 8000 GeV

2
Q

ZEUS NC 

 ),
­1

p ( 135.5 pb+e
 = 0 (corrected)eP

SM (HERAPDF1.5)

ZEUS NC

 ),
­1

p ( 169.9 pb­e
 = 0 (corrected)eP

SM (HERAPDF1.5)

­1      10­2        10

1

0.5

0

1

0.5

0

1

0.5

0

1

0.5

0

Fig. 3. Recent Neutral Current reduced cross section measurements from ZEUS.

on the DGLAP evolution equations, PDFs were fitted to the data. The

fit function from the resulting PDF set “H1PDF2012,” is also depicted in

Figure 2. It provides a reasonable description of the data in the whole

kinematic range. It was often hypothesised that one might find a prominent

breakdown of the NLO DGLAP fit description at low Q2 and low x due to

uncontrollable higher order QCD effects, but there is at least no blatant

evidence from this plot.

Figure 3 shows the e±p NC reduced cross sections by ZEUS [2], using

the HERA II high Q2 data sets. Here the data are plotted as a function of x
for various fixed values of Q2. A very good experimental precision is reached

of about 1.5% in some lower Q2 regions. Also shown is the prediction using

the PDF set “HERAPDF1.5”, which was obtained from an NLO DGLAP

fit to specific subsets of the H1 and ZEUS inclusive data. As in the H1 case,

the data are described well by the fit.

In the future it is planned to combine the finalised/new high Q2 HERA II
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inclusive DIS data from H1 and ZEUS together with the HERA I combined

inclusive data in order to obtain the best available HERA data set to be

used for QCD analyses and PDF determinations.

3. Charm production in DIS

The heavy charm and beauty quarks are produced at HERA mainly by

boson gluon fusion (BGF) processes. The leading order diagram is shown

in Figure 4. Due to the large gluon density in the proton, the BGF pro-

cesses gives large contributions to DIS; charm production alone accounts

at low x and high Q2 for up to ∼ 35% of the inclusive DIS cross section.

Furthermore, the process provides direct sensitivity to the gluon density

in the proton. There are different schemes to treat the heavy flavour pro-

duction (for references consult [3]). At low Q2, that is Q2 ∼ m2

c , with

mc denoting the charm quark mass, there is no doubt that the massive

scheme is correct. The scheme is rigorous quantum field theory in which

the masses of the heavy quarks are fully taken into account in every part of

the calculation. In this scheme, charm and beauty quarks can only be dy-

namically produced in the hard interaction. The proton PDFs contain only

light quarks and gluons and hence the scheme is also called Fixed-Flavour-

Number Scheme (FFNS). However, at very high virtualities Q2 ≫ m2

c , it

might be favourable to treat the charm quark (and similarly the beauty

quark for Q2 ≫ m2

b ) as massless which is done in the Zero-Mass-Variable-

Flavour-Number Scheme (ZMVNFS). In this scheme, the charm and beauty

quarks appear above some kinematic thresholds also as massless sea quarks

in the proton. The nice feature of this scheme is that it allows to resum to

all orders certain logarithmic terms appearing in the perturbative calcula-

tion related to collinear gluon radiation from the heavy quark lines. The
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General-Mass-Variable-Flavour-Number Schemes (GMVFNS) make use of

the best of “both worlds”: at low Q2 the massive scheme is used and at high

Q2 the massless scheme, with a suitable interpolation in the intermediate

region. However, what is a suitable interpolation is debated for a long time

as well as many other details of the treatment of mass dependent terms in

pQCD; in fact there are numerous GMVFNS variants on the market and

used by the various PDF fitter groups in the world.

3.1. Charm combination and determination of the running charm mass

Recently, H1 and ZEUS published the combination of charm produc-

tion data in DIS [3]. The data, based on various tagging methods such

as full reconstruction of D∗ mesons, D+ mesons, semileptonic decays, or

inclusive secondary vertex tagging, have been combined at the level of the

so called reduced cross sections. This cross section is related to the total

charm production cross section in a region of Q2 and x. In the combination

the correlated systematics is fully taken into account. The combined data

reach a for charm production at HERA unprecedented best precision of

about 5% in certain phase space regions. Figure 5 (left) shows the obtained

combined reduced cross sections as a function of x for various values of Q2.

Also shown is the prediction based on the “HERAPDF1.5” PDF, using the

GMVFNS in the “Robert Thorne standard” scheme variant (for proper ref-

erences consult [3]). These PDFs were obtained from fitting only inclusive

DIS data, without any knowledge of charm production data. The prediction
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describes the charm data reasonably well which is a triumph for the QCD

collinear factorisation approach used in the calculations: the gluon density

in HERAPDF1.5, obtained from the scaling violations observed in inclusive

DIS, is in agreement with the gluon density that is needed to describe the

charm production data. The not so nice thing is the large theory uncer-

tainty, as indicated by the error band, which is dominated by variations

of the charm quark mass. Turning the tables, a simultaneous fit of PDFs

plus the charm quark pole mass was performed in [3]. Both the HERA

combined charm data and combined HERA I inclusive DIS data were used

as input and various GMVFNS variants were tried out. Figure 5 (right)

shows a χ2 scan of this fit as a function of the charm mass parameter MC .

It can be seen that the fitted Mc values (called optimal mass “Mopt
c ” in the

plot) differ considerably between the various GMVFNS variants (e.g. “RT

standard”,“S-ACOT-χ”). In fact, when using a fixed value Mc = 1.4 GeV,

some of the schemes fail to describe (not shown here) the combined charm

data in the lower Q2 regions, while when using the optimal masses most of

the schemes give a good description. What can we learn from this? The

various GMVFNS interpolate differently between the massive and massless

schemes and this leads to a different quality of the charm data description

for a fixed charm mass; these deficiencies can be compensated by using the

Mopt
c values. This has even broader ramifications as discussed in [3]. Using

the specific Mopt
c value for each scheme stabilises the PDF mixture of the

various quark flavours and of the gluon; in turn this stabilises predictions

for W and Z production at the LHC which depend crucially on the flavour

mixture.

The massive scheme predictions (not shown here) which are available at

NLO plus partial NNLO, provide the best description of the HERA charm

combined data. A simultaneous fit of PDFs and of the running charm

quark mass has been performed with this scheme, yielding a value mc(mc) =

1.26±0.06; GeV, which is consistent with the world average value mc(mc) =

1.275 ± 0.025 GeV [4].

At this conference two further brand new publications on charm produc-

tion in DIS have been presented by ZEUS, based on the full reconstruction

of D∗ mesons [5] or D+ mesons [6]. The data have good precision and are

consistent with the HERA combined charm data; in the future they can be

used to improve the combination.

Finally a general remark: the existing measurements of open charm and

beauty quarks at HERA in DIS and also in photoproduction are described

over the whole kinematic phase space, from smallest to largest transverse

momenta or Q2, by the NLO massive scheme calculations, so one could say

that the massive scheme prevails at HERA.
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4. Conclusions
Six years after the end of the HERA data taking there is still a continuous

flow of new inclusive DIS precision results from the H1 and ZEUS experi-

ments. Recently both experiments completed (and published) the analysis

of the full high Q2 data sets taken in the HERA II period. As a result,

DIS data sets are now available spanning a huge phase space from smallest

to highest Q2 and x, with high precision up to Q2 of a few 1000 GeV2.

Over the whole perturbative phasespace Q2 > 3.5 GeV2, the data are rea-

sonably well described from smallest to largest x values by NLO DGLAP

calculations.

The combination of H1 and ZEUS charm data in DIS provides a data set

with (for charm production at HERA) unprecedented precisions of ∼ 5%.

These data are a unique testing ground for the treatment of heavy quark

mass dependent terms in pQCD. Among other things, a precise measure-

ment of the running charm quark mass mc(mc) was obtained, compatible

with the world average value.
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Polarised Drell-Yan physics at COMPASS

Celso Franco, on behalf of the COMPASS collaboration

LIP, Av. Elias Garcia 14 - 1 1000-149 Lisboa

The COMPASS experiment at CERN is one of the leading experiments
studying the spin structure of the nucleon. Until now, the Parton Distribu-
tion Functions (PDFs) and the Transverse Momentum Dependent Parton
Distribution Functions (TMD PDFs) of protons and deuterons have been
studied in Semi-Inclusive Deep Inelastic Scattering (SIDIS) measurements.
The polarised Drell-Yan (DY) process is a complementary way to access
the TMD PDFs, as it allows us to measure convolutions of only PDFs
without involving fragmentation functions (FFs). COMPASS aims to per-
form the first ever polarised DY experiment in the world, which is foreseen
to start in late 2014. By detecting dimuons from DY events we will be
able to extract azimuthal spin asymmetries, each containing a convolution
of two TMD PDFs, one from a negative pion beam with a momentum of
190 GeV/c and the other one from a transversely polarised proton target
(NH3). After their disentangling we can access four of the eight TMD PDFs
needed to describe the nucleon structure at leading twist, like the Sivers
and the Boer-Mulders functions. The opportunity to study, in the same
experiment, the TMD PDFs from both SIDIS and DY processes is unique
at COMPASS. Therefore, we are in privileged conditions to confirm or to
deny the expected sign change in Sivers and Boer-Mulders functions when
accessed via DY or SIDIS processes. An overview of the preparation and
future measurements of the polarised DY experiment will be provided.

1. Introduction

The main goal of the DY program of COMPASS is the study of the TMD

PDFs of the proton [1]. The DY process consists in an electromagnetic an-

nihilation of a quark-antiquark pair with the production of two leptons in

the final state. The COMPASS case is represented in Fig. 1. A negative

pion beam is used to study the valence up quarks of the proton. The exper-

iment is focused on the dimuon channel to take advantage of the good muon

reconstruction by the existing spectrometer. The idea of using the polarised

DY process to study TMD PDFs comes from unpolarised DY experiments.

In particular, it was found by two past experiments (NA10 [2] and E615 [3])
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Fig. 1. The Drell-Yan process at COMPASS

that the intrinsic transverse momentum (kT ) of quarks is not a negligible

quantity inside the proton. This conclusion was made by studying the

angular dependence of the DY cross-section:

1

σ

dσ

dΩ
=

3

4π

1

λ + 3
[1 + λ cos2 θ + η sin 2θ cos φ +

ν

2
sin2 θ cos 2φ] , (1)

where θ and φ are the polar and azimuthal angles of one of the produced

leptons in the dilepton rest frame. In the case of kT = 0 no azimuthal modu-

lations are expected. However, the above mentioned experiments measured

a cos 2φ modulation up to 30%, which without a doubt point to the im-

portance of kT . Consequentely, instead of 3 collinear PDFs (unpolarised

f1, helicity g1 and transversity h1) a total of 8 TMD PDFs are needed to

describe the nucleon structure at leading twist.

The key feature of the DY process, when compared with the SIDIS pro-

cess, is the possibility to study convolutions of two TMD PDFs instead

of a TMD PDF convoluted with a quark fragmentation function. Using a

transversely polarised proton target and a π− beam we are able to mea-

sure four azimuthal spin asymmetries, each containing a convolution of two

TMD PDFs. Therefore, we can access 4 of the 8 leading twist TMD PDFs

of the proton: h1(x, k2
T ) (which leads to transversity after integration over

kT ), h⊥
1 (x, k2

T ) (Boer-Mulders), f⊥

1T (x, k2
T ) (Sivers) and h⊥

1T (x, k2
T ) (pret-

zelosity). Of particular importance are the T-odd Sivers and Boer-Mulders

functions. The former describes the transverse motion of quarks induced

by the transverse spin of the nucleon and the latter describes the correla-

tions between the transverse spin and transverse momentum of quarks in

an unpolarised nucleon. By itself the Sivers function is extremely impor-

tant because it contains information about the orbital angular momentum

(OAM) of quarks. The OAM of quarks is one of the remaining unknowns of

the so-called spin-puzzle of the nucleon, a puzzle which the scientific com-

munity has been trying to solve over the last 30 years. However, the main

motivation to study h⊥
1 (x, k2

T ) and f⊥

1T (x, k2
T ) via DY is the prediction that

these two TMD PDFs must change sign when accessed via DY or SIDIS.

This prediction is a crucial test of our current understanding of TMD PDFs.
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It results from the fact that the re-summation of all soft gluons in a kT de-

pendent PDF is process dependent. This procedure, which is essential to

provide the gauge invariance of a PDF, leads to the existence of the above

mentioned T-odd functions. Therefore, the time invariance of the Sivers and

Boer-Mulders functions is ensured if and only if they change sign between

SIDIS and DY.

Up to now COMPASS has been studying the TMD PDFs of protons and

deuterons via SIDIS processes of a polarised muon beam off a transversely

polarised target. With our pioneering polarised DY experiment, which basi-

cally uses the same spectrometer, we are in privileged conditions to observe

the sign change. In Fig. 2 we can confirm the existence of a phase-space

overlap between the two COMPASS measurements.

Fig. 2. Phase-space coverage of the SIDIS and DY measurements at COMPASS.

2. The COMPASS experiment

COMPASS is a fixed target experiment located in the CERN North

Area, at the end of the M2 beam line of the Super Proton Synchrotron

(SPS) accelerator. The M2 line provides either muon or hadron beams in a

momentum range of 50 to 280 GeV/c. Detailed studies have shown that a

π− beam with 1× 108 π−/s and a 190 GeV/c momentum is the best choice

for the DY measurement. The high intensity is required to counterbalance

the low DY cross-section and it is only limited by the polarised target and

by the performance of the M2 beam line. Concerning the target, it will be

formed by two cells transversely polarised in opposite directions in order to

allow us to measure the needed spin asymmetries for the extraction of the

TMD PDFs. Using solid state ammonia as target material one can reach a

polarisation of the order of 90%, with a fraction of polarisable material of

0.22.

Since the hadro-production cross section is much larger than the DY
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one, the use of a hadron absorber is mandatory to prevent the hadronic

products to overflood the detectors. The composition of the absorber is

chosen to minimise the number of radiation lengths crossed by the muons

(for a minimum multiple scattering), while maximising the number of pion

interaction lengths. It will be a compound more than 2 meters long made of

aluminum oxide, aluminum and stainless steel, placed immediately after the

polarised target. A tungsten beam-plug will also be used as a beam-stopper

in the central part of the absorber. Together with a vertex detector and a

dimuon trigger, formed by two large area hodoscopes with target pointing

features, these are the main modifications in the two-stage spectrometer of

COMPASS. A complete description of the latter can be found in [4].

3. The extraction of azimuthal asymmetries

The general polarised DY cross-section was derived by Arnold et. al.

[5]. For the special case of COMPASS, involving an unpolarised beam and

a transversely polarised target, the cross-section can be written in LO as:

dσ

d4qdΩ
=

α2

Fq2
σ̂U{(1 + D[sin2 θ] Acos 2φ

U cos 2φ) + |~ST |[ Asin φs
T sinφS (2)

+ D[sin2 θ]( A
sin(2φ+φS)

T sin(2φ + φS) + A
sin(2φ−φS)

T sin(2φ − φS))]}

where the azimuthal and polar angles, φ and θ, are defined in the Collins-

Soper reference frame and φS is the angle between the transverse spin of

the target and the transverse momentum of the virtual-photon (γ∗):

ST

qqT

Ha(Pa)

x̂

ŷ

ẑ

ΦS

CSS

θ

l

Pa,CSPb,CS

x̂CS

ẑCS

ŷCS

l′

φ

Fig. 3. Left: φS in the laboratory frame. Right: φ and θ in the Collins-Soper frame.

The quantity F is defined by F = 4
√

(pπ · pP )2 − M2
πM2

p , q is the four-

momentum of the γ∗, σ̂U is the part of the cross-section surviving the inte-

gration over the angles φ and θ, |~ST | is the target polarisation and D[sin2 θ]

is the γ∗ depolarisation factor.
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The four highlighted asymmetries in Eq. 2 can be measured at COMPASS

by fitting the corresponding azimuthal modulations of the dimuan pair. In

non-perturbative QCD these asymmetries are interpreted as a ratio of 2 con-

volutions, each one containing 2 TMD PDFs. The TMD PDFs depending

on spin appear in the numerator and they completely define the correspond-

ing asymmetries. In this sense, each of the asymmetries is defined by the

following convolutions:

• Acos 2φ
U : the Boer-Mulders function of both hadrons (h⊥

1 ⊗ h⊥
1 )

• Asin 2φ
T : the density number function of the beam hadron with the

Sivers function of the target nucleon (f1 ⊗ f⊥

1T )

• Asin 2φ+φS

T : the Boer-Mulders function of the beam hadron with the

pretzelosity function of the target nucleon (h⊥
1 ⊗ h⊥

1T )

• Asin 2φ−φS

T : the Boer-Mulders function of the beam hadron with the

transversity function of the target nucleon (h⊥
1 ⊗ h1)

The proton’s TMD PDFs h⊥
1 (x, k2

T ), f⊥

1T (x, k2
T ), h⊥

1T (x, k2
T ) and h1(x, k2

T )

can be extracted from the measured asymmetries in global analyses.

4. Event rates and statistical errors

In COMPASS we are interested mostly in the so-called high mass region

of the dimuon pair, i.e. 4 ≤ Mµµ < 9 GeV/c2. Despite the DY cross-

section being quite low, amounting only to fractions of nanobarn, the main

advantage of this mass region is that it is free from both combinatorial

and physics backgrounds. The intermediate mass region of 2 ≤ Mµµ < 2.5
GeV/c2 has 5 times larger cross-section but it has also a huge contamination

by the combinatorial background, at least as large as the signal, and an open

charm contamination at the level of 15%. In addition to the high mass

region, the J/Ψ resonance will also be investigated in detail due to the

so-called DY-J/Ψ duality. Since the J/Ψ and γ are both vector particles,

we can consider an analogous DY and J/Ψ production via quark-antiquark

annihilation, which is believed to dominate at the COMPASS energy. In

case of duality, we can use the much higher dimuon cross-section in the

J/Ψ region to extract the TMD PDFs with much better precision. This

can be confirmed in Table 1, where the expected precision is provided for

109



the 4 azimuthal asymmetries. These predictions are based on the use of a

π− beam with a p = 190 GeV/c momentum and an intensity of Ibeam =

6×107s−1, which allows us to achieve a luminosity of L = 1.2×1032cm−2s−1.

With this luminosity we expect about 900 events/day in the high mass

region, 4 ≤ Mµµ < 9 GeV/c2, 4300 events/day in 2 ≤ Mµµ < 2.5 GeV/c2

and 22500 events/day in the DY+J/Ψ mass region of 2.9 ≤ Mµµ < 3.2
GeV/c2. A total of 280 days of data taking is foreseen.

Table 1. Statistical uncertainty for the asymmetries in the high mass region.

Asymmetry Dimuon mass (GeV/c2)

uncertainty 2 < Mµµ < 2.5 2.9 < Mµµ < 3.2 4 < Mµµ < 9

δAcos2φ
U 0.0026 0.0014 0.0056

δAsinφS

T 0.0065 0.0036 0.0142

δA
sin(2φ+φS)

T 0.0131 0.0073 0.0284

δA
sin(2φ−φS)

T 0.0131 0.0073 0.0284

In Fig. 4 is shown a comparison between the expected precision of the

measurements and the theoretical predictions for the azimuthal asymme-

tries. These predictions point to sizable asymmetries in the valence region

of the proton and, as it is clearly seen from Fig 5, COMPASS has a large

acceptance in that region.

5. Feasibility of the measurement

The feasibility of the measurement was proved by several beam tests

performed in 2007, 2008, 2009 and 2012. In 2007 and 2008 an open spec-

trometer configuration (without a hadron absorber) was used. Using a π−

beam of 160 GeV/c momentum and an intensity up to 6.5× 106π/s, a high

occupancy of the detectors closer to the target region was observed. This

expected fact confirmed the necessity of using a hadron absorber in the fu-

ture experiment. These first tests were important to verify the spectrometer

response and the level of radiation in the experimental hall.

In 2009 a more important test was performed using a prototype hadron

absorber. A π− beam of 190 GeV/c momentum was used together with

two target cells of polyethylene material, each one 40 cm in length and 5

cm in diameter, spaced by 20 cm. The absorber was made of two blocks

of concrete and stainless steel, each one 100 cm in length and 80 × 80 cm2

in transverse dimension. The beam test had a duration of only three days

but it was enough to compare the J/Ψ signal with the expected yield. The

obtained mass spectrum can be seen in Fig. 6. Good agreement was found

with the expected number of J/Ψ’s, which amounts to 3600 ± 600.
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Fig. 4. Comparison between theory predictions and experimental precision for the

4 azimuthal asymmetries accessible at COMPASS.

Fig. 5. COMPASS acceptance for DY in the high mass region.
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6. Summary

The experimental acceptance of COMPASS for DY events covers the

valence quarks region, where TMD effects are expected to be sizable. The

opportunity to study, with the same spectrometer, the TMD PDFs from

both SIDIS and DY processes is unique at COMPASS. In particular, the

sign change in the Sivers and Boer-Mulders functions when measuring in

DY or in SIDIS will be checked. This verification is crucial for our current

understanding of TMD PDFs. The feasibility of the measurement has been

proven after a series of beam tests.

The polarised DY measurement is approved and will start by the end of

2014 with a short beam test. The physics run will take place in 2015. A

second year of data taking is also planed, possibly in 2018. With 2 years of

data we can study the TMD PDFs as a function of xF and pT .

Acknowledgments

This work is supported by Fundação para a Ciência e a Tecnologia.

References

[1] COMPASS Collaboration, COMPASS-II proposal, CERN-SPSC.2010-014,
SPSC-P-340, 17 May 2010.

[2] S. Falciano et al. (NA10 Collaboration), Z. Phys. C 31, 513 (1986).

[3] J.S. Conway et al. (E615 Collaboration), Phys. Rev. D 39, 92 (1989).

[4] P. Abbon et al. (COMPASS Collaboration), Nucl. Inst. Meth. A 577, 455
(2007).

[5] S. Arnold et al., Phys. Rev. D 79, 034005 (2009).

112



Large x physics: recent results and future plans
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The valence region is exceedingly important in hadron physics since this
region not only defines a hadron but also is an excellent discriminator of
nucleon structure models. Present uncertainties in light quark distribution
functions at high x could also impact high energy physics. Here we will
describe a new generation of experiments at Jefferson Lab that is aimed at
the high x region of the nucleon. It is noted that the proposed Electron
Ion Collider could explore the high x regime.

1. Introduction

During the past four decades there has been an enormous effort to deter-

mine the parton distribution functions (PDFs) of the most stable hadrons:

neutron, proton and pion [1]. The behavior of the PDFs on the far valence

region (Bjorken-x > 0.5) is of particular interest because this domain de-

fines a hadron. Recognizing the importance of the far valence region, a new

generation of experiments, focused on x & 0.5, is planned at the Thomas

Jefferson National Accelerator Facility (JLab), and under examination in

connection with Drell-Yan studies at the Fermi National Accelerator Fa-

cility (FNAL) [2] and a possible Electron Ion Collider (EIC), in China or

the USA. Theoretical calculations [3–6] have moved far beyond the sim-

ple parameterization of PDFs. These computations have emphasized the

importance of nonperturbative QCD. The importance of these calculations

was illustrated by the pion’s valence-quark PDF, uπ
v (x), where a failure of

QCD was suggested following a leading-order analysis of πN Drell-Yan mea-

surements [7] and with a lack of soft gluon resummation corrections [8]. On

the other hand, a series of QCD-connected calculations [8–11] subsequently

established that the leading-order analysis was misleading, so that uπ
v (x)

may now be seen as a success for the nonperturbative approach in QCD.

Finally, the high-x region could impact high energy physics since low mo-

mentum transfer and high x evolves to high momentum transfer and low x.

This talk will focus on three main areas of high-x research at JLab: First,

the planned measurements of the Fn
2
/F

p
2

and d/u ratios as well as present

status; Secondly, measurements of the longitudinal spin asymmetries for
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the proton and neutron, while the third, the planned measurements of the

transversity distributions of the nucleons.

2. Experimental Status

2.1. Fn
2
/F

p
2

and d/u ratios

There is considerable theoretical interest in the ratio of Fn
2
/F

p
2

and d/u

at very high x. The ratio as x → 1 is sensitive to the model of the nucleon.

One can see from the right side of Fig. 1 that the Fn
2
/F

p
2

or d/u ratio varies

substantially among the models. The ratio of the neutron structure func-

tion, Fn
2
, to the proton structure function, F

p
2
, is particularly interesting.

Within the parton model at very high x:

Fn
2

F
p
2

x≃1
=

1 + 4(dv/uv)

4 + (dv/uv)
. (1)

Thus a measurement of the neutron and proton structure functions at

large-x provides a determination of the dv/uv ratio. However, while pro-

ton and deuteron DIS data are well measured at reasonably high x, the

extraction of the neutron structure function at very high x from DIS data

on the deuteron is problematic. The central difficulty is that the extrac-

tion of Fn
2
/F

p
2

at high x is sensitive to the poorly known high-momentum

components of the deuteron wave function [12].
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Arrington et al.Arrington et al. (2012)
Owens et al.

⇔ pQCD⇔
 DSE cont.

⇔
 DSE real.

⇔ SU(6)

⇔ Scalar
 diquark

Fig. 1. Fn
2 /F

p
2 as a function of x. Results from five extraction methods are shown

[13–19] along with selected predictions. Adapted from Ref. [3].
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To see this, we note that many extractions of the neutron-proton struc-

ture function ratios have been performed [13–19]. They are summarised in

Fig. 1, with the three most recent inferences indicated by the points with

error bars near x = 1: there is a large uncertainty in the ratio for x & 0.6.

(See also Fig. 25 in Ref. [1].) New experimental methods are necessary in

order to place tighter constraints on the far valence domain. A primary

goal is to empirically eliminate two of the three quite different theoretical

predictions.

Two new experiments [20, 21] should provide data up to x ≈ 0.85.

Since much of the uncertainty can be traced to the poorly known short-

range part of the deuteron wave function, the JLab BoNuS Collaboration

has performed [22] an experiment where a very low energy spectator proton

from the deuteron can be detected in coincidence with a DIS event from

the neutron in the deuteron. In this way, one can restrict the data to a

region where the well-known long-range part of the deuteron wave function

dominates the process. The central difficulty with this experiment is detect-

ing the very low energy proton of about 150 MeV/c or less. This requires

extremely thin target and detector components. An interesting variant of

this approach is to use an EIC with, e.g., an 8GeV electron beam imping-

ing on a deuteron beam of 30GeV/nucleon. The forward going energetic

proton would be detected at very small angles in coincidence with a DIS

event from the neutron. Simulations suggest that this should be feasible

[Accardi et al.Accardi, Keppel, and Ent].

Another method is to perform deep inelastic scattering from the mirror

nuclei 3He and 3H over a broad range in x [21, 23–26]. Theoretical calcula-

tions indicate that nuclear effects cancel to a high degree in extracting the

Fn
2
/F

p
2

ratio from these two nuclei. This experiment would also be useful

in determining the EMC effect in the mass-three system [27]. Although

providing a tritium target for JLab is straightforward [28], it is not trivial.

Finally, parity violating DIS can avoid the problem encountered with

neutrons bound in nuclei. Parity-violating DIS from the proton is sensitive

to the d/u ratio [29]. Plans include measuring the d/u ratio up to an x of

0.7.

2.2. Longitudinally polarized deep inelastic scattering

It is evident from right side of Fig.2 that measurements of the longi-

tudinal asymmetries in DIS provide an important constraint on models of

nucleon structure. Numerous experiments and extractions aimed at deter-

mining nucleon longitudinal spin structure functions have been performed

[30].

Existing measurements of A
p
1

are summarised in Fig. 2. Unfortunately,

115



0 0.2 0.4 0.6 0.8 1
0.0

0.2

0.4

0.6

0.8

1.0

 x

 A
1
p

E143

COMPASS

HERMES

JLab CLAS

Projected CLAS12 JLab

E155

SMC

DSE cont. ⇒

DSE real. ⇒

pQCD ⇒

SU(6) ⇒

Fig. 2. Existing and projected measurements of the proton’s longitudinal spin

asymmetry as a function of x (statistical errors only), along with selected pre-

dictions. Adapted from Ref. [3].

these data are not of sufficient accuracy and high enough x to discriminate

among the models. As indicated in Fig. 2, however, a new JLab experiment

[31] will extend the results up to x ≈ 0.8 with a projected error that promises

a significant constraint on the models.

The status of existing data for An
1

is shown in Fig. 3. The data extend

only to x ≈ 0.6 and place little constraint on descriptions of the nucleon.

New experiments proposed at JLab [32, 33] are expected to provide results

up to x ≈ 0.75, as indicated in Fig. 3. These new results should permit

discrimination between the pQCD model and other predictions.

2.3. Transversity distributions

The transversity distribution function is a chiral odd, T-even func-

tion that is accessible in Drell-Yan interactions and in semi-inclusive DIS

(SIDIS). The transversity is a measure of the quark transverse polarization

in a transversely polarized nucleon. A feature of the transversity distribution

function is that the quark-antiquark and gluon seas do not contribute. The

nucleon tensor charge, an intrinsic property such as axial or vector charge,

can be determined from the transversity distribution function, h1(x). The

tensor charges are important for calculation a permanent electric dipole mo-

ment of a nucleon. In SIDIS, the asymmetry arises from the product h1(x)
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Fig. 3. Existing and projected measurements of the neutron’s longitudinal spin

asymmetry as a function of x (statistical errors only), along with selected predic-

tions. N.B. We only display An
1 data obtained from polarised 3He targets. Adapted

from Ref. [3].

and the Collins fragmentation function, H⊥
1

(x). Fortunately, the Collins

fragmentation function has been measured at Belle so that the h1(x) can be

isolated. A recent analysis [34] of all transversity and Collins fragmentation

function data has been performed and the tensor charges have been deter-

mined [35]. At present the extracted value of the u-quark tensor charge is

0.39+0.18

−0.12
and the d-quark tensor charge: −0.25+0.30

−0.10
. The uncertainties in

these values are generally too large to discriminate among the models. How-

ever, a new generation of experiments would be expected to reduce these

uncertainties by about an order of magnitude. Transversity experiments for

the proton [36, 37] using a polarized hydrogen target and for the neutron

[38, 39] via transversely polarized 3He targets have been planned for JLab

at 12 GeV. Data of such accuracy would add an important constraint on the

available models. An important recent finding is that within the framework

of DSE, the inclusion of an axial diquark has a pronounced effect on the

u-quark tensor charge.

3. Summary

An understanding of hadrons in terms of QCD is an essential goal of

nuclear physics and would be a great contribution to science in general. A
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vigorous program aimed at the high x domain is planned at JLab at 12 GeV.

The goal of this program is to provide new data for the d/u ratio and the

longitudinal spin asymmetries at very high x as well as for the tensor charges

of the nucleons. These new results will provide unprecedented constraints

on the models of the nucleon.

Acknowledgments

I am grateful to C. D. Roberts, J. Arrington, C. Keppel, S. Kuhn and

X. Zheng for fruitful discussions. This work was funded by the Department

of Energy, Office of Nuclear Physics, contract no. DE-AC02-06CH11357.

References

[1] R.J. Holt and C.D. Roberts, Rev. Mod. Phys. 82, 2991 (2010).

[2] P. Reimer, D. Geesaman, et al. (Fermilab E906/Drell-Yan), E906: Fer-

milab Proposal 906, 2006.

[3] C.D. Roberts, R.J. Holt, and S.M. Schmidt, arXiv:1308.1236.

[4] L. Chang et al., Phys. Rev. Lett. 110, 132001 (2013).
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The patron distribution functions (PDFs) describe the parton content
of the proton. They cannot be calculated from the first principle and are
to be determined empirically by fitting experimental observables to quan-
tum chromodynamics (QCD) predictions. The HERAFitter project aims to
provide a framework for QCD analyses of proton structure at leading order
(LO), next-to-leading order (NLO) and next-to-next-to-leading (NNLO)
orders in perturbative QCD. The framework includes various modules and
interfaces enabling a large number of theoretical and methodological op-
tions. It also allows to study the impact of the new experimental data on
the PDFs from ep, pp and pp̄ scattering processes. The fast development of
the project involves active communication with theorists and experimen-
talist as well as a close collaboration with the main PDF fitting groups.
Full information about the project, downloads and documentation can be
found in http://herafitter.org.

1. HERAFitter project

The hard-scattering cross section is a convolution of the parton distribu-

tion functions, coupling constant and the perturbatively calculable matrix

elements of a hard scattering process. PDFs, which cannot be derived from

the theory and are to be determined by a fit of predictions to experimental

observables using the DGLAP evolution equation [1]. HERAFitter project

is an open source QCD fit framework designed for the extraction of par-

ton distribution functions of the proton. The framework includes a large

number of theoretical models and allows to study the impact of the new

experimental data on the PDFs. A schematic structure of the HERAFitter

framework is illustrated in Figure 1 and explained below. Further informa-

tion about the project with available releases and documentation (manual

and release notes) can be found in http://herafitter.org.
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Fig. 1. Schematic structure of the HERAFitter program: The “experimental data”

block illustrates variety of processes which can be included into the framework and

are matched to the corresponding theoretical calculation illustrated in the block

below; after the QCD fit is performed the resulting PDFs together with theoretical

cross sections are provided as shown on the right side of the figure.

2. Functionality

The procedure to determine PDFs in the HERAFitter framework is the

following. First, the PDFs are parametrized at the starting scale Q2
0 chosen

to be below the charm mass threshold. Then, the fits to the experimental

data are performed using DGLAP evolution in the MS scheme as imple-

mented in the QCDNUM [2] package. The evolution is available at leading

(LO), next-to-leading (NLO) or next-to-next-to-leading (NNLO) orders.

During the fitting procedure, the measured and predicted cross sections

together with their corresponding errors are used to build a χ2 and deter-

mine the parameters of the PDF model. The main functionality of the code

which includes the treatment of the experimental data, calculation of the

theory predictions, χ2 minimization, parametrization and optional tools are

summarized below.

All the main experimental data sets relevant for PDFs can be fitted

within the HERAFitter framework: inclusive deep inelastic scattering (DIS)

cross sections from HERA and fixed target experiments, Drell-Yan cross

sections, inclusive jet production data (ep, pp and pp̄) and heavy quark

structure functions. The DIS structure functions may be computed in a

variety of heavy quark schemes including the fixed-flavor (FFN) and variable

flavor number (VFN) schemes. VFN schemes with various treatments for

the heavy quark thresholds include the Thorne Roberts (TR) scheme at

LO, NLO and NNLO [3, 4] as provided by the MSTW group, the ACOT

scheme at LO and NLO as provided by the CTEQ group. The QCDNUM
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also provides the calculations of the DIS structure functions in the zero-

mass FFN schemes. The FFN scheme is alternatively available via the

OPENQCDRAD [7] interface in which the running mass definition [8] is

implemented.

The calculations of production cross sections at hadron colliders with

NLO accuracy require a huge amount CPU time in order to reach a high

statistical precision of the result. To facilitate the use of NLO calculations

in the fitting framework the grid methods were adopted by the HERAFitter

team. These techniques rely on the factorization theorem. It decouples

the hard scattering coefficients from PDFs and stores them on the grid

allowing a fast recalculation of the cross section in every fit iteration. AP-

PLGRID [9] (or FastNLO [10]) technique is used as a fast interface to jet [6]

and electroweak [5] cross sections calculators. An independent treatment for

the electro-weak corrections is applied as k-factors, using external packages

such as SANC or FEWZ to calculate them.

The predictions of Drell Yan production in pp(p̄)-collisions can be pro-

vided using two independent implementations. The first one uses calcula-

tions at the LO which and is extendable to NLO by applying a k-factors.

Alternatively, one can obtain the full NLO predictions directly from the

NLO calculations as implemented in MCFM [5] by interfacing it to AP-

PLGRID library. Any of two methods can be chosen by a framework user.

The program HATHOR [11] interfaced to HERAFitter provides the cal-

culation of the total tt̄ cross section at pp̄ and pp colliders up to approximate

NNLO accuracy. Various definitions of χ2 can be chosen in the HERAFitter

for the minimization procedure which are based on the use of nuisance pa-

rameters or on the full covariance matrix. For a single data set, the χ2

function is defined in a simple form

χ2 =
∑

i

[

mi −
∑

j γi
jm

ibj − µi
]2

(

δi,statm
i
)2

+
(

δi,uncor mi
)2

+
∑

j

b2
j , (1)

or can be evolved to the so called “scaled” form:

χ2 =
∑

i

[

mi −
∑

j γi
jm

ibj − µi
]2

δ2
i,statµ

i
(

mi −
∑

j γi
jm

ibj

)

+
(

δi,uncor mi
)2

+
∑

j

b2
j . (2)

Here µi is the measured central value at a point i with relative statistical

δi,stat and relative uncorrelated systematic δi,unc uncertainties, the quantity

mi is the theoretical prediction, γi
j represents relative correlated systematic

uncertainties and bj – their shifts. In the case of the covariance matrix, the
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χ2 function takes the form

χ2 =
∑

ij

(mi − µi)C−1
tot ij(m

j − µj), (3)

where the C−1
tot ij is the total covariance matrix given by the sum of the

statistical and systematic covariance matrices. In addition, the different

approaches can be combined together, e.g. some systematic uncertainties

can be treated using the matrix method, others can be treated using nui-

sance parameters.

Several different parametrization forms for the PDFs at the staring scale

can be chosen in the HERAFitter. First, the standard functional form can

be used to parameterize PDFs, second, the bi-log normal functional form

is available and third, forms based on generalized polynomials such as the

Chebyshev can be used.

The best way to see the impact of the measurement on the PDFs is to

perform a QCD fit. As an alternative to the PDF fit, a Bayesian reweighting

technique can be used to study the impact of experimental data on PDFs.

Bayesian reweighting can be used with Monte Carlo method as first em-

ployed by the NNPDF Collaboration [12] or using the Hessian Eigenvector

Method as proposed in [13].

The HERAFitter provides PDFs in a standard LHAPDF format which

can be used by theoretical calculation and Monte Carlo simulation pro-

grams. Basic plotting tools and several examples of the fits are included in

the HERAFitter package.

3. Latest developments (HERAFitter-0.3.1)

The latest developments which are included in the newest HERAFitter

release (HERAFitter-0.3.1 beta) are summarized below:

• improved treatment of the experimental data uncertainties which can

be treated as asymmetric (using Toy MC method), as Offset method

(the minimization is performed without taking into account correlated

uncertainty sources but nuisance parameters are shifted by ±1 in the

uncertainty determination) and using the covariance matrix represen-

tation for data sets which have uncertainties reported in this form;

• the possibility to study the bias introduced by the parametrization

form, a flexible PDF parametrization and MC method now can be

employed. There are two regularization techniques, data driven and

external regularization based on the χ2 penalty term, which can be

used to estimate parametrization induced biases;
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• PDF Bayesian reweighting based on eigenvectors (Hessian method) as

explained in the section above,

• unintegrated PDFs based on the kT factorization (CCFM) evolution

as an alternative approach to colinear DGLAP evolution;

• a Bartels-Golec-Kowalski(BGK) [14] dipole model which takes into

account the effects of DGLAP evolution;

• inclusion of additional data sets from LHC and Tevatron and other

updates like upgraded interface format to FastNLO and newer electro-

weak DIS program.

4. Results obtained using HERAFitter

The HERAFitter framework is actively used by HERA and LHC ex-

periments. At HERA, the results of QCD analyses using HERAFitter are

published in the recent combination of charm production measurements in

DIS [15] and inclusive H1 measurements at high Q2 with longitudinally po-

larized lepton beams [16]. The HERAFitter framework has been used in

the QCD studies with Z and W cross sections measured by the ATLAS

Collaboration to determine the strange quark density of the proton [17] as

depicted in Figure 2. It was shown that the Z and W measurements intro-

duce a novel sensitivity to the strange quark density at x ∼ 0.01. The ratio

of the strange to the down sea quark density is found to be rs = 1.00+0.25
−0.28

at Bjorken x = 0.023 and the initial scale of the QCD fit Q2
0 = 1.9 GeV2.

sr
­0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4

ABKM09

NNPDF2.1

MSTW08
CT10 (NLO)

total uncertainty

experimental uncertainty

ATLAS, x=0.0132
Z = M2Q

sepWZ free 

Fig. 2. Predictions obtained from NNLO pQCD analyses of the ratio rs = 0.5(s +

s̄)/d̄, at Q2 = M2
Z and x = 0.013. Points: Global fit analyzes using the PDF

uncertainties as quoted in [17]; Bands: ATLAS measurement [17]; inner yellow

band — experimental uncertainty; outer green band — total uncertainty.

Another QCD analysis using the HERAFitter framework was performed

on the inclusive ATLAS jet data at
√

s = 2.76 TeV and
√

s = 7 TeV [18].
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It was demonstrated that by including the ATLAS jet data, a harder gluon

distribution and a softer sea-quark distribution in the high Bjorken-x region

are obtained with respect to the fit of HERA data only. The results are

presented in Figure 3.

At CMS, there are several analyses which use HERAFitter for PDF con-

straints, i.e. Drell-Yan, W+charm, W asymmetry data and inclusive jets.

The combined analysis of HERA I data and CMS W asymmetry measure-

ment [20] shows that CMS data change the central values of the light valence

quark PDFs and decreases its uncertainties (see Figure 4).
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Fig. 3. Momentum distributions of the gluon, xg(x), (left) and total sea,

xS(x),(right) together with their relative experimental uncertainty as a function of

x for Q2 = 1.9 GeV2. The filled area indicates a fit to HERA data only. The bands

show fits to HERA data in combination with both ATLAS jet data sets, and with

the individual ATLAS jet data sets separately, each for jets of R = 0.6 size. For

each fit the uncertainty in the PDF is centered on unity.

Adding the CMS jet data [19] to the HERA I data set (see Figure 5)

results in a harder gluon distribution in high Bjorken-x region in agreement

with ATLAS analysis [18].

From the theory side, the work is ongoing on updating the ACOT scheme

module (in collaboration with CTEQ group members), inclusion of photon

PDF in QCDNUM (on former a publication is foreseen). The QCD studies

of LHeC data have been also performed with HERAFitter and published

in [21].

5. Summary

HERAFitter contains all necessary ingredients to study the proton PDFs,

it incorporates variety of different data processes and theory calculations,

contains many useful tools and is an optimal platform for various bench-

marking studies. HERAFitter is the first open source package to perform
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PDF fits and is actively used by experimental and theoretical high energy

physics communities.
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Proton structure from multiparticle contribution
to elastic pp-scattering at 7 TeV

I.M. Dremin

Lebedev Physical Institute, Moscow 119991, Russia

The parton content of protons gets strong peripheral contribution at 1
fm from multiparticle dynamics as revealed by the overlap function in the
unitarity condition for elastic pp-scattering at 7 TeV.

It is well known that parton (quark, gluon) densities and the share of low-
x partons rise with increasing energies of colliding hadrons. Less attention
has been paid to the analysis of the spatial distribution of the parton content
inside them and its evolution with energy. This can be done by studying the
structure of the overlap function in the unitarity condition for the elastic
scattering amplitude in the impact parameter representation at different
energies of colliding protons. The very first analyses [1, 2, 3] have lead
to extremely interesting conclusions about the increasing peripherality of
protons within the rather narrow interval of ISR energies. Later, this was
confirmed and strengthened at somewhat higher energies by the Spp̄S data
[4]. It was shown that while the increase of the overlap function at the
proton periphery is quite modest in the ISR energy range (about 4%), it
becomes much stronger (about 12%) if Spp̄S energies are included. However,
no sizable change of the proton blackness was noticed at small distances in
this energy interval. The similar effect at HERA energies was discussed in
[5] for the vector meson production process in the framework of the dipole-
proton scattering model.

That is why we attempt to learn if peripheral regions of protons become
even more active at LHC energies and the central region is activated as well.
The striking, but not at all unexpected, result is that this increase persists
and extends to smaller impact parameters now. It amounts to about 40%
of edge corrections at distances about 1 fm. The main parton content in the
overall region of inelastic collisions remains relatively constant and below
the unitarity bound in the central region of impact parameters less than
about 0.5 fm but also indicates some increase of opacity compared to lower
energies.

We proceed by using the approach adopted in [3]. First of all, the
TOTEM data on the differential cross section of elastic pp-scattering at 7
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TeV [6] are fitted by the formula (1) for the elastic scattering amplitude
f(s, t) (which depends on the center-of-mass energy

√
s and the transferred

momentum
√
|t|) proposed in [7]:

f(s, t) = iα[A1 exp(0.5b1αt) +A2 exp(0.5b2αt)]− iA3 exp(0.5b3t), (1)

where α(s) is complex and is given by

α(s) = [σt(s)/σt(23.5GeV)](1− iρ0(s)). (2)

Even though this parametrization has no theoretical foundation, it provides
in a wide energy interval good phenomenological fits of differential cross
sections1 defined as

dσ

dt
= |f(s, t)|2. (3)

The normalization at the optical point is

σt(s) =
√

16πImf(s, 0). (4)

We shall also use the ratio of the real to imaginary parts of the amplitude

ρ(s, t) =
Ref(s, t)
Imf(s, t)

. (5)

The following values of the parameters have been fixed by the fit to the
experimental points of the differential cross section at the energy 7 TeV in
the range 0.0052 < |t| < 2.44 GeV2:

A2
1 = 55.09mb/GeV2, A2

2 = 3.46mb/GeV2, A2
3 = 1.47mb/GeV2,

b1 = 8.31GeV−2, b2 = 4.58GeV−2, b3 = 4.70GeV−2. (6)

We have also used σt(7 TeV) = 98.58 mb and ρ0(7 TeV) = 0.14. The
normalization of |f(s, t)|2 in mb/GeV2 allows direct comparison with [3].

The good quality of the fit with these values is seen in Fig. 1. With some
adjustment of parameters Ai, bi, the fit is also satisfactory if one adopts the
value of ρ0 = 0.107 favored by the recent results of the TOTEM collabora-
tion [13].

The real and imaginary parts of the amplitude are shown in Fig. 2. Each
of them has one zero. The evolution of their ratio ρ(s, t) with the transferred
momentum t is mainly prescribed by the last term in this formula with the
negative sign in front of it and small exponential b3. It is also shown in
Fig. 2. It is small and can be neglected everywhere except near the point
where the imaginary part is equal to zero.

1 There are many others (albeit with larger number of adjustable and hidden parame-
ters) reviewed in [8] and recently published [9, 10, 11, 12].
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Fig. 1. Fit of the TOTEM data – dash-dotted curve. Dotted curve is calculated
with parameters from [3] and with ρ0 = 0.14.

Fig. 2. Real (dotted curve) and imaginary (dash-dotted curve) parts of the ampli-
tude and their ratio (solid curve).

The new feature seen in Fig. 2 is the difference in values of ρ(s, t) in
the Orear region for the two choices of ρ0. It becomes of the order of 1
for ρ0 = 0.107. Note that in both cases it strongly differs from its average
value about −2 required by the fit according to the solution of the unitarity
equation [14]. The solution [15] predicts the exponential of

√
|t|-behavior

of the amplitude. It poses an interesting problem which has not yet been
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resolved. This ratio can change the sign if more zeros of either imaginary or
real parts of the amplitude appear. For example, this happens in the model
of [11]. It incorporates phenomenologically the Orear type behavior of the
amplitude at larger transferred momenta (albeit in a way somewhat different
from [15]) and predicts two zeros of the real part. The ratio reaches large
negative values at high transferred momenta. The somewhat smaller values
at large |t| are also predicted in the model using the inverse of polynomials
[9] as described in [11]. The analysis of [11] clearly shows that the proper
description of the amplitude at larger transferred momenta can change our
conclusions about the behavior of this ratio there.

To reveal the space structure of proton interactions, the amplitude f(s, t)
must be rewritten in the impact parameter space. By applying the Fourier-
Bessel transformation, we define the profile function

iΓ(s, b) =
1√
π

∫ ∞
0

dqqf(s, t)J0(qb). (7)

Here, the variable b, called the impact parameter, describes the vector join-
ing the centers of colliding protons at the moment of their collision, q =

√
−t,

and J0 is the Bessel function of zero order.
The amplitude f(s, t) must satisfy the unitarity condition. If written in

the impact parameter representation (7) it is

2ReΓ(s, b) = |Γ(s, b)|2 +G(s, b), (8)

where G is called the overlap function in the impact parameter space.
The smallness of the real part of f(t) corresponding to small ImΓ(s, b)

implies that one can compute G approximately as

G(s, b) ≈ 2ReΓ(s, b)− (ReΓ(s, b))2. (9)

The physics meaning of these relations is very simple. The overlap function
G describes the kinematical overlap of two cones filled in by the inelastically
produced secondary particles in the momentum space expressed in terms of
the proton structure at a given impact parameter b. In other words, it cor-
responds to the particle distribution dσ/db in the impact parameter space.
One may treat it as a parton distribution if one-to-one correspondence of
particles and partons is assumed.

The overlap function at 7 TeV has a form shown in Fig. 3 by the up-
per dash-dotted curve. Its dependence on ρ(s, 0) is so weak that can be
neglected. However, as we see, it strongly differs from the corresponding
function at ISR energy 23.5 GeV (shown by the lower solid curve), especially
at the very edge of the distribution. The overlap function at 7 TeV declines
steeply but there is no sharp cutoff at large impact parameters. At b = 0,
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Fig. 3. The overlap functions at 23.5 GeV (solid curve), 62.5 GeV (dotted curve)
and 7 TeV (dash-dotted curve).

it approaches the unitarity limit corresponding to the complete blackness.
This is a clear manifestation of the parton saturation effect.

The difference between the two functions ∆G(b) = G(s1, b)−G(s2, b) (
√
s1 =

7 TeV,
√
s2 = 23.5 GeV) results because of the increase of the elastic cross

section and shrinkage of the diffraction cone with energy. In other words,
it demonstrates the increase of the opacity since the ratio σel/σt increases
also, and it is proportional to the opacity.

In Fig. 4, we demonstrate the difference between these two distributions
(the upper curve). It is mainly concentrated at the periphery of the proton
at the distance about 1 fm. This feature is stable against the variations of
ρ0. It shows that, at higher energies, the peripheral region becomes more
populated by partons, and they play more active role in particle production.

It is tempting to ascribe the peripheral nature of this effect to two fea-
tures of inelastic processes observed already at LHC. First, the collisions
with impact parameters about 1 fm lead to the almond-shaped overlap re-
gion. Therefore, due to increase of the parton density they become respon-
sible for the ridge-effect visible in high multiplicity pp-processes at LHC
but not observed at lower energies. Second, the more peripheral collisions
with larger impact parameters would lead to strong increase of the cross
section of the inelastic diffraction with large masses and high multiplicities
which can hardly be separated by the gap criteria from the minimum bias
events. This is especially interesting because the cross section of the low-
mass diffraction is rather small at 7 TeV [16] and surprisingly close to its
values at ISR energies. The stronger absorption in the peripheral region at
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Fig. 4. The difference between the overlap functions. Dash-dotted curve is for 7
TeV and 23.5 GeV energies, solid curve is for 62.5 GeV and 23.5 GeV energies.
Conclusion: The parton density at the periphery increases strongly!

7 TeV results in the suppression of the low-mass inelastic diffraction pro-
cesses. It looks as if it is necessary to include the states of the continuum
spectrum beside the discrete bare eigenstates in the traditional approach
[17].

We note that the Regge-type models of inelastic diffraction [18] do not
agree with the observed decrease below 1 at 7 TeV of the parameter Z =
4πB/σt studied in [8] because they predict that this parameter is equal to
1 + σD

in/σel greater than 1 (where σD
in is the cross section of the low-mass

inelastic diffraction). It has been pointed out in [15] that this parameter
defines the slope of dσ/dt beyond the diffraction cone in the Orear region.
Its further decrease with energy would result [19] in first signatures of the
approach to the black disk limit to appear just in there.

Another new feature, seen in Fig. 4, is the quite large (about 0.08) value
of ∆G(b) at small impact parameters that reveals a stronger blackness of
the disk at higher energies and is related to the rise of the cross section
of the main bulk of inelastic processes. No signs of this effect have been
found at lower energies. These observations are tightly related to the visible
violation of geometric scaling even in the diffraction cone at LHC energies
[20] because of the dual correspondence of the transferred momenta t and
the impact parameters b. Probably, they correspond also to disagreement
between experimental data at 7 TeV and predictions of Monte Carlo models
seen in high multiplicity events [21].

In the same Figure, the lower curve corresponds to the similar (albeit
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much smaller!) difference ∆G(b) within the quite narrow ISR energy interval
(23.5 - 62.5 GeV). It was stressed in [3] that this difference is negligibly small
at low impact parameters while showing some statistically significant excess
about 4% at the periphery2.

Comparison of the curves in Fig. 4 leads to the conclusion that the size
of the proton as well as its blackness increase with energy. The protons
become more black both in the central region, where they almost reach
the saturation of the unitarity condition, and, especially, at the periphery,
where the parton density strongly increases. Multiparticle dynamics is in
charge of these effects.
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Diffraction at the LHC

M. Csanád

Eötvös University, Budapest, Hungary

Proton-proton collisions at the LHC can be classified as elastic, non-
diffractive, and diffractive. In this paper we discuss various measurements
of these above processes at various LHC experiments. We report about
the total proton-proton cross-section measurements, about the analysis of
diffractive events and also about the pseudorapidity distribution in inelastic
events.

1. Introduction

High energy proton-proton collisions are observed at the Large Hadron
Collider of CERN. A large fraction of these collisions are events where color
degrees of freedom are exchanged between the two protons, and new parti-
cles are created throughout the phase-space spanned by longitudinal pseu-
dorapidity, defined as η = 0.5 ln[(p+pz)/(p−pz)] and azimuth angle defined
as φ = arctan(py/px). However, a substantial fraction of the total pp cross
section is due to diffractive processes, where protons remain intact or dis-
sociate into a mixture of particles with a low diffractive mass (compared to
the original energy of the proton). These events can be characterized by a
colorless momentum exchange of the two protons, via the Pomeron, carry-
ing the quantum numbers of the vacuum. A significant number of elastic
events are also observed at the LHC, where Pomeron exchange governs the
deflection of the protons, both of which remain intact, and no new particles
are created (i.e. the kinetic energy is retained in the collision).

A summary of diffractive p+p event classes is shown in Fig. 1. The par-
ticles in the final state are separated by a large (& 3) rapidity gap ∆η1 The
rapidity gap size is related to the diffractive mass of the dissociated system,
MX . In case of single diffraction, ∆η ≈ ln ξ, with ξ = ∆p/p, being the mo-
mentum loss of the proton, also equal ξ = M2

X/s where s = (p1 + p2)2, i.e.
the total center of mass energy squared. In order to experimentally classify
these events, one needs to identify the rapidity gap in particle production,
with detectors covering a large rapidity region.

1 E.g. in single diffraction, a rapidity gap means no particles in a pseudorapidity region
defined by ∆η between the leading proton and the diffractive system.
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Fig. 1. Event classification in the TOTEM+CMS detector system. In elastic pp
events, only momentum is exchanged (by colorless particles), while in diffractive
events, particles are produced either through the dissociation of one or both of the
protons, or through the interaction of the exchanged Pomeron.

The LHC TOTEM experiment detects the leading protons with a system
of Roman Pots (RP). There are four RP stations, ±147 and ±220 meters
from the Interaction Point (IP5), with two units at each location. A unit
consists of two vertical and one horizontal edgeless Si strip detector [1],
reaching to a distance of a few millimeters from the beam. RP’s allow
TOTEM to track protons which were deflected by a few microradians only
(in elastic, single diffractive or central diffractive events). Two tracking
detectors at a smaller pseudorapidity allow TOTEM to track almost the
entirety of diffractive dissociation. These are the T1 and T2 telescopes,
covering 3.1 < |η| < 4.7 and 5.3 < |η| < 6.5 respectively.

Located also at IP5, CMS also has a set of forward calorimeters which
can be used in observing single, double or central diffractive events. The
Hadron Forward calorimeter (HF) is at 3< |η| <5, while the CASTOR
calorimeter is located only on one side of the IP, at −6.6 < |η| < −5.2.

At ATLAS, there are forward calorimeters outside the tracking system.
A highly segmented electromagnetic (EM) liquid argon sampling calorimeter
covers the range |η| < 3.2. The Hadronic End-cap Calorimeter (HEC)
covers 1.5 < |η| < 3.2, while the Forward Calorimeter (FCal) covers 3.1 <
|η| < 4.9. For triggering, ATLAS uses Minimum Bias Trigger Scintillators
(MBTS, 2.1 < |η| < 3.8), placed on the inner face of the HEC. For the
analysis of rapidity gaps, only calorimeter information is used in the region
2.5 < |η| < 4.9, beyond the acceptance of the inner detector.

2. Cross-section measurements

Cross-section of pp collisions is a particularly interesting, since the total
cross-section rises with increasing total center of mass energy (

√
s), which
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Fig. 2. TOTEM luminosity-independent p+p cross-section measurements with
world cross-section data as a function of

√
s. On the right, comparison of the

TOTEM measurements obtained with different analysis methods are shown.

can only be explained in terms of the Regge theory with the exchange of
Pomerons. Measurements of σtot at LHC energies were available only in
high uncertainty cosmic-ray data. TOTEM has now measured the total,
elastic and inelastic pp cross-sections with a very high precision, with several
independent methods (see Fig. 2 and Refs. [2, 3, 4, 5, 6]):
a) The basic method is to measure the number of elastic and inelastic events
(Nel,inel), and using luminosity L2: σtot = (Nel +Ninel)/L.
b) There is also a method which does not require the knowledge of the
number of inelastic events, but is based instead of the optical theorem:
σ2

tot = 16π(~c)2/(1 + ρ2) × L−1 × dNel/dt|t=0, where −t is the momentum
exchange squared, while ρ is the real over imaginary part of the forward
scattering amplitude.
c) The third, luminosity independent method can be summarized as σtot =
16π(~c)2/(1 + ρ2)× (dNel/dt|t=0)/(Nel +Ninel).

As described in the previous paragraph, for the total cross-section mea-
surement, differential measurements of dσ/dt are needed at small t values.
The minimum reachable t by TOTEM depends on the accelerator optics
(described by β∗, the betatron amplitude taken at the interaction point).

2 Luminosity is the number of interactions per effective area and per second
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If β∗ = 3.5 m, the range of |t| > 0.36 GeV2 can be measured, while with
a special, β∗ = 90 m optics, ranges of |t| > 0.005 GeV2 can be seen. With
these measurements [3, 7], extrapolation to t → 0 is possible. TOTEM
has performed also a measurement at β∗ = 1000 m, which allowed to reach
|t| = 6 · 10−4 GeV2 where the Coulomb-nuclear interference can be stud-
ied [8].

In ATLAS, inelastic cross-sections are measured as a function of the
accessible ξ range [9]. Determined by the η acceptance, a ξ > 5 · 10−6

range is accessible. Event selection is based on triggering via the MBTS.
This way a measurement with the integrated luminosity of 20.3 µb was
performed, and an inelastic cross-section of 60.3 ± 0.5(syst)±2.1(lumi) mb
was measured [10], for ξ > 5 · 10−6, corresponding to the diffractive mass
being larger than 15.7 GeV. A dependence on ξcut has also been analyzed,
from which (via extrapolation) σinel = 69.4 ± 2.4(exp)±6.9(extr) mb was
extracted [9]. Measurement of total inelastic cross-sections was also per-
formed at ALICE [11]. The 2.76 TeV result is 62.8+2.4

−4.0(model)± 1.2(lumi),
while the 7 TeV result, as shown in Fig. 2, is 73.2+2.0

−4.6(model) ± 2.6(lumi).
For ξ > 5 · 10−6, ALICE obtained 62.1+1.0

−0.9(model)± 2.2(lumi). The results
of all LHC experiments are consistent with each other.

3. Single diffraction

TOTEM measures single diffractive events with a large rapidity gap
between the outgoing proton and the dissociative hadronic system [12]. The
final goal of this preliminary measurement is to determine the integrated
cross-section and the differential dσ/dt distribution in each mass range.
Event selection is done via the RP’s and the Telescopes, requiring one proton
and a rapidity gap in T2 on the side of the proton, and tracks in the opposite
side. The correspondence of the gap size to the diffractive mass is given in
Table 1. Raw rates have to be corrected for efficiency and acceptance,
and backgrounds have to be subtracted. The main background source is
the pileup of a proton in RP from the beam halo with an independent non-
diffractive event in T2. Preliminary results in the 3.4−1100 GeV diffractive
mass region indicate σSD = 6.5 ± 1.3 mb for both arms, while differential
cross-section exponential slopes are estimated to be B = 10.1, 8.5 and 6.8
GeV−2 for the first three mass ranges, respectively.

CMS has measured single diffractive dijet production [13], where one of
the protons remains intact or is excited into a low-mass state, while the other
participates in a hard scattering with a Pomeron from the non-dissociating
proton. CMS measures the cross section for dijet production as a function
of an evaluation of ξ (CMS has no direct access to the momentum loss
of the undissociated proton), based on events with at least two jets with

140



Table 1. Single diffraction event classes in TOTEM

Event class Event topology Mass range Mom. loss (ξ)
Low mass RP, opposite T2 3.4 – 8 GeV 2 · 10−7 – 10−6

Medium mass RP, opp. T2, opp. T1 8 – 350 GeV 10−6 – 0.25%
High mass RP, opp. T2, same T1 0.35 – 1.1 TeV 0.25% – 2.5%
Very high mass RP, opp. T2, same T2 1.1 TeV – 2.5% –

Fig. 3. The differential cross section for inclusive dijet production from Ref. [13].
The points are plotted at the center of the bins. The error bars indicate the
statistical uncertainty and the band represents the systematic uncertainties added
in quadrature. See text and Ref. [13] for details.

a transverse momentum of pj1,j2
t > 20 GeV in the pseudorapidity region

|ηj1,j2| < 4.4. The results are compared to diffractive and non-diffractive
MC models (see Fig. 3). The low-ξ data show a significant contribution
from diffractive dijet production, observed for the first time at the LHC.
POMPYT and POMWIG, based on dPDFs from HERA, overestimate the
measured cross section by a factor of 5. This factor can be interpreted as
the effect of the rapidity gap survival probability.

4. Double and central diffraction

TOTEM has measured the double diffractive cross-section in the very
forward region at 7 TeV. With the T1 and T2 telescopes a clean sample of
double diffractive events could be extracted. The event topology was defined
as no tracks in the T1 detectors (to ensure that no particles are present at
low η), and valid tracks in both T2 arms, which selected events that have
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Table 2. Double diffractive cross-section measurements in the forward region. Both
visible and true ηmin corrected cross-sections are given. There were two subregions
defined; (1): 4.7 < |η|min < 5.9 and (2): 5.9 < |η|min < 6.5. Dij requires then
|η|min to be in region i on the + side and in region j on the − side.

σDD [µb] Total D11 D22 D12 D21

Visible 131±22 58±14 20±8 31±5 34±5
True ηmin 116±25 65±20 12±5 26±5 27±5
Pythia true ηmin 159 70 17 36 36
Phojet true ηmin 101 44 12 23 23

two diffractive systems having particles with a minimal pseudorapidity in
the 4.7 < |η| < 6.5 range. These events make up only roughly 3% of the
total double diffractive cross-section, they however provide a pure selection
of such events. The cross-section in the total region was estimated to be
σDD = (116± 25) µb [14]. To access further experimental details, the above
η range was divided into two sub-regions on each side, by cutting at |η| = 5.9.
In each measurement category, the selected sample had to be corrected for
trigger-efficiency, pile-up and T1 multiplicity, and also the background had
to be estimated. The visible cross-section was then determined by correcting
the raw rate for acceptance and detection efficiency. Lastly, the visible cross-
section had to be corrected so that both diffractive systems have a minimal
pseudorapidity in the 4.7 < |η| < 6.5 range. See results in Table 2. In
order to determine the background, three event classes were considered:
non-diffractive (ND), single diffractive (SD) and central diffractive (CD).
A data-driven background estimation was used, where the values of the
background estimates were calculated iteratively (see details in Ref. [14]).

CMS has measured single and double diffractive events with the exper-
imental topologies of a large rapidity gap [15]. Event types were defined
as SD1 (gap on + side), SD2 (gap on − side) and DD (central gap). Both
SD1 and SD2 event topologies (defined as ηmin > −1 and ηmax < 1, re-
spectively) contain SD and DD events, with the second hadronic system
being outside the central region. For the SD2 topology, CASTOR was used
for tagging to select a DD enhanced event sample and to calculate SD and
DD cross-section, using a ∆η0 > 3 selection. Since there is no similar
detector on the + side, the SD1 sample was treated as a control sample.
The differential SD cross-section was then measured as a function of ξ, in
the −5.5 < log10 ξ < −2.5 range, while the DD cross-section was mea-
sured in events in which a hadronic system is detected in the central arm
(12 < MX < 394 GeV) and the other in CASTOR (3.2 < MY < 12 GeV), in
the ξX = M2

X/s range of −5.5 < log10 ξ < −2.5. The DD cross-section was
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Fig. 4. The SD (left) and DD (right) cross sections as a function of ξ, compared to
several MC predictions.

also measured differentially as a function of the central pseudorapidity gap
∆η. Results were compared to predictions of theoretical models, as shown in
Fig. 4 (see details in Ref. [15]). In total, a σvis

SD = 4.27±0.04(stat.)+0.65
−0.58(syst.)

mb integrated cross-section was measured (multiplied by two to account for
both side processes). Note also, that for all the above event types, the for-
ward rapidity gap cross-section dσ/d∆ηF was measured both at CMS and at
ATLAS. At small ∆ηF , the cross-sections are dominated by non-diffractive
events, exponentially suppressed as ∆ηF increases. For ∆ηF > 3, cross-
section per unit rapidity gap weakly changes with ∆ηF , taking the value
of dσ/∆ηF ≈ 1.0 mb [9]. The large η range comparison between data and
MCs allows to tune the relative fraction of the different components in the
models. CMS extends the ATLAS measurement by 0.4 unit of rapidity gap
size, and the two measurements agree within uncertainties [9, 15].

Central diffractive events are also measured at TOTEM, defined by the
event topology of protons in both RP arms and tracks in the T2 telescopes.
The background of this selection is mainly elastic events and inelastic events
with pile-up of beam-halo. Since during data taking the RP distance to the
beam was greater than 11σbeam, it was found that beam halo contribution
is negligible. Elastic event events can rejected via anti-elastic cuts in the
RP’s, or by selecting non-elastic topologies (e.g. protons being in the top
RP’s on both sides). Single-arm differential event rate was then measured
and a preliminary exponential slope parameter of B = −7.8±1.4 GeV2 was
extracted via a MC fit on the ty distribution. The preliminary cross-section
estimate of TOTEM is σCD ≈ 1 mb. CMS and TOTEM are also working
on a common central diffraction measurement, where the diffractive central
mass can be measured by both experiments: using the proton tracks by
TOTEM (via M2

X = ξ1ξ2s) and directly by CMS. This will provide a result
with an unprecedented rapidity coverage.
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Fig. 5. Charged particle pseudorapidity density distribution as measured by the
CMS tracker in the central region and TOTEM T2 in the forward region for the
same events with one charged particle with pt > 40 MeV/c, for both the inclusive
and the non-single diffractive enhanced sample, with comparisons to various MC
tunes (see details in [16]).

5. Inelastic pseudorapidity distributions

A measurement of the pseudorapidity density (dNch/dη) of forward
charged particles in inelastic events was also performed by TOTEM with
the T2 detectors [17]. The measurement refers to events with at least
one charged particle with pt ≥ 40 MeV/c and with a mean lifetime τ >
0.3× 10−10 s, directly produced in pp interactions or in subsequent decays
of particles having a shorter lifetime. Results of this measurement were com-
pared to MC expectations: none of the theoretical models has been found
to fully describe the data. The cosmic ray MC generators (e.g. QGSJETII,
see a review of event generators in Ref. [18]) show a better agreement for
the slope. The TOTEM experiment has also measured the pseudorapidity
density of charged particles with pt ≥ 40 MeV/c in pp collisions at 8 TeV
for 5.3 < |η| < 6.4 in a low intensity run with common data taking with the
CMS experiment [16, 19]. This represents the extension of the analogous
measurement described in the beginning of this paragraph. The analysis
was performed on 3 different events categories: an inclusive one with at
least one charged particle in either −6.5 < η < 5.3 or 5.3 < η < 6.5, a non-
single diffractive enhanced one with at least one charged particle in both
−6.5 < η < 5.3 and 5.3 < η < 6.5 and a single diffractive enhanced one with
at least one charged particle in −6.5 < η < 5.3 and none in 5.3 < η < 6.5 or
vice-versa. A minimum bias trigger was provided by the TOTEM T2 tele-
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scope and contributed to the CMS Global Trigger decision to initiate the
simultaneous read out of both CMS and TOTEM detectors. The event data
from TOTEM and CMS were then combined offline in a common data anal-
ysis activity. The visible cross section for events triggered by T2 has been
estimated to be about 95% of the total inelastic cross section: more than
99% of all non-diffractive events and all single and double diffractive events
having at least one diffractive mass larger than ≈ 3.6 GeV/c2. See results
in Fig. 5, and details about the compared event generators in Refs. [16, 19].
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Recent results in central exclusive production within the Durham model
are presented. A wide range of processes are considered, and their theoret-
ical and phenomenological interest is discussed.

1. Introduction

Central exclusive production (CEP) processes of the type

pp(p̄) → p+X + p(p̄) , (1)

can significantly extend the physics program at hadron colliders. Here X
represents a system of invariant mass MX , and the ‘+’ signs denote the

presence of large rapidity gaps. Such reactions represent an experimentally

very clean signal and provide a very promising way to investigate both QCD

dynamics and new physics in hadron collisions. The study of such processes

is becoming particularly topical at the current time due to the range of

exclusive measurements proposed and underway at the LHC; as such this

forms an important part of the LHC working group on forward physics and

diffraction, see for example [1].

We will present here the latest phenomenological results with the so–

called ‘Durham’ model of CEP, see for example [2] for an early paper, and [3]

for a more recent discussion. We will discuss some of the most topical and

interesting of such exclusive processes, considering both their theoretical

interest and the existing measurements and future experimental possibilities

at the LHC and elsewhere.

† Speaker
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Fig. 1. The perturbative mechanism for the exclusive process pp → p + X + p,

with the eikonal and enhanced survival factors shown symbolically.

2. The Durham Model

The perturbative mechanism for CEP, is shown schematically in Fig. 1.

The subprocess gg → X initiated by gluon–gluon fusion and the second

t–channel gluon needed to screen the color flow across the rapidity gap

intervals. It is given by

T = π2

∫

d2Q⊥M
Q2

⊥(Q⊥ − p1⊥)2(Q⊥ + p2⊥)2

×fg(x1, x
′
1, Q

2
1, µ

2; t1)fg(x2, x
′
2, Q

2
2, µ

2; t2) , (2)

where the ‘skewed’ PDFs fg couple the t–channel gg state to the proton

fg(x, x
′, Q2, µ2) =

∂

∂ ln(Q2

⊥)

[

Rg

(

xg(x,Q2)
)
√

T (Q⊥, µ2)
]

, (3)

where µ ∼ MX . A crucial ingredient in the calculation of this amplitude

is the correct inclusion of the Sudakov factor T (Q⊥, µ
2), representing the

probability of no gluon emission from the fusing t–channel gluons. The

form that this factor takes in the amplitude is largely dictated by requir-

ing all leading and next–to–leading logarithms in MX/Q⊥ to be correctly

resummed, see for example [4] for a detailed discussion of this. In this

way a reliable result, which is largely insensitive to the region of low gluon

transverse momentum, Q⊥, is achieved. In the kinematic regime relevant

to CEP, the skewed PDFs are related via Eq. (3) to the conventional PDFs,

with the Rg factor encoding the degree to which these differ; typically we

have Rg ∼ 1.2 − 1.4. In [5] the importance of including the Q2 dependence

of this factor (which was commonly ignored in previous calculations) was

highlighted, and a simple technique for doing so was demonstrated.
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While the discussion above concerns the hard process, that is the prob-

ability for producing such an exclusive configuration in a short–distance

interaction, we must in general also include the possibility that the pro-

tons may interact quite independently of this hard scatter, that is via non-

perturbative rescattering, which may also lead to the production of addi-

tional particles. The probability that this does not occur is known as the

(eikonal) survival factor
〈

S2
eik

〉

, and it must be modeled phenomenologically

and fitted to the available soft hadronic data. An up–to–date model, includ-

ing the
√
s = 7 TeV TOTEM measurements is found in [6]: typically this

suppression is sizable, with
〈

S2
eik

〉

∼ 1 %. An additional factor due to the

rescattering of the protons and the partons which initiate the hard process,

the so–called ‘enhanced’ survival factor
〈

S2
enh

〉

, should also be included,

although the suppression due to this is not nearly as large, see [7].

A final important feature of interest in this production mechanism is the

dynamical selection rule which operates for CEP. In particular, in the limit

that the outgoing protons scatter with zero p⊥, the only transverse momen-

tum of the fusing gluons is provided by the loop momentum Q⊥, and thus

the gluons must have equal and opposite transverse momenta. It can readily

be shown that, in terms of the gg → X production subprocess, where for

Q2
⊥ ≪ M2

X the gluons are quasi–on–shell, this translates into a correlation

between the helicities of the gluons, with only an even parity combination

of Jz = 0 (i.e. ++ or −− along the gg axis) helicities contributing. This

is in complete contrast to the usual inclusive case, where all gluon helicities

contribute, and as we will see leads to some very non–trivial predictions.

In general, the outgoing protons may have some small non–zero p⊥, and

so this selection rule is only approximate, but an explicit calculation shows

that the production non–JP
z = 0+ states are strongly suppressed by about

two orders of magnitude.

Finally, we note that from the experimental point of view the best way to

select exclusive events is to actually measure the outgoing intact protons via

proton tagging detectors installed near to the beam pipe (such detectors are

proposed at the LHC, see e.g. [8] and references therein). However, if this

is not possible, dominantly exclusive data can also be selected by simply

vetoing on additional hadronic activity (i.e. other than the object X of

interest) over a large enough rapidity region. Although here there will be

some background from the case that one or both proton dissociates, if the

rapidity region is large enough this will be small.

3. Heavy quarkonium production

The first cross section predictions for the CEP of χq0 quarkonium (q = c, b)
were presented in [9], while in [10] this was extended to include all three
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J = 0, 1, 2 spin states. Exclusively, we have the non–trivial prediction that

the χc0 should be strongly dominant. For the χq1 the coupling of this

vector state to two quasi–on–shell (boson) gluons is strongly suppressed due

to the Landau–Yang theorem, while χq2 production is suppressed due the

Jz = 0 selection rule, as in the non–relativistic quarkonium approximation

the coupling of the χq2 to two gluons in a Jz = 0 state vanishes, and so

this state can only be produced for the (strongly suppressed) case that the

gluons are in a |Jz| = 2 configuration.

However, when for example χc production was observed via the χc →
J/ψγ decay channel by CDF [11], with insufficient photon energy resolution

to distinguish the three spin states, it cannot be naively assumed that only

the χc0 will contribute, as in this case the much larger branching ratios for

the χc(1,2) states decays may compensate the suppression in their exclusive

production cross sections. This was demonstrated explicitly in [10], where

it was predicted that the contribution of these higher spin states to the

χc → J/ψγ cross section will be of a similar size to the χc0. This was sup-

ported by a subsequent preliminary measurement by LHCb of exclusive χc

production [12]. The production of all three spin states was observed, with

the measured cross sections in good agreement with the Durham predictions

for the χc(0,1) states, and somewhat higher for the χc2. The source of this

discrepancy may be due to the non–exclusive component of this data, or to

additional theoretical corrections needed for the production of these lower

mass states, see [13] for more discussion. Other observables, such as χb and

ηc,b production are discussed in detail in [3].

A further, and so far relatively unexplored, possibility is to observe the

CEP of the ‘exotic’ XYZ charmonium–like states which have been discovered

over the past 10 years, see for example [14] for a review. To give one topical

example, we may consider the well–known X(3872), the quantum numbers

of which have recently been established to be JPC = 1++ by LHCb [15], an

assignment which leaves both the more exotic (e.g. as a D0D
∗0

molecule)

and a conventional χc1(2
3P1) interpretation in principle available. The ob-

servation of exclusive X(3872) production would immediately provide clear

evidence, so–far lacking, of a direct (i.e. not due to feed–down from the

decay of higher mass states) production channel gg → X. Moreover, if

as discussed in [16], in the case of a molecular D0D
∗0

interpretation the

hadroproduction of such a state with the size of cross section observed in-

clusively, must in general take place in an environment where additional

particles are emitted, than the observation of exclusive production would

strongly disfavor such a purely molecular interpretation. On the other hand,

if the X(3872) is simply a conventional χc1(2
3P1) state, then the ratio of

the CEP cross sections σ(χc1(2P ))/σ(χc1(1P )) is predicted to first approx-

imation (ignoring reasonably small corrections due to the different masses,
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relativistic effects etc) to be simply given by the ratio of the respective

squared wavefunctions at the origin |φ′P (0)|2. That is, we will expect them

to be of comparable sizes. More generally, the X(3872) may be a mixture of

a χc1(2P ) and a molecular D0D
∗0

state, and so the CEP process may shed

light on the size of each component, see [13] for a more detailed discussion.

4. Production of light meson pairs

Cross sections for the exclusive production of light meson pairs, M3,M4,

were first calculated within the Durham model in [17], with the gg →M3M4

subprocess modeled using the ‘hard exclusive’ formalism described in [18]:

the full amplitude is calculated in terms of the parton–level process, gg →
qqqq, where the outgoing partons are collinear with the parent meson and

have the correct color and spin quantum numbers, and a ‘distribution ampli-

tude’ φ(x), representing the (non–perturbative) probability for the partons

to form the meson state.

This approach led to quite unexpected predictions for flavor–singlet and

non–singlet mesons, with the former expected to be strongly enhanced.

This was due to the different contributing parton–level amplitudes in the

two cases, with an additional ‘ladder–type’ set of diagrams shown in Fig. 2

(right), being possible for flavor–singlet mesons, but vanishing due to isospin

conservation for flavor–non–singlets, where only the diagram type shown in

Fig. 2 (left) contributes. Crucially, it was found that for Jz = 0 incom-

ing gluons, it was only the contribution from these ladder–type diagrams

which was non–vanishing, and thus we expect a strong suppression in the

production of flavor–non–singlet meson pairs (ππ, KK) at sufficiently high

transverse momentum p⊥ that this perturbative approach (both the Durham

model and hard exclusive formalism) can be reliably applied. This predic-

tion was supported by the CDF [19] observation of exclusive γγ produc-

tion, for which the contamination caused by π0π0 production was deter-

mined experimentally to be very small, and consistent with zero (finding

N(π0π0)/N(γγ) < 0.35, at 95% C.L.). Without this additional Jz = 0

suppression discussed above, we would naively expect N(π0π0)/N(γγ) ∼ 1.

In [20] this approach was extended to include a gg valence component

for the case of the flavor–singlet η′ (and also, through mixing, η) mesons.

This will contribute at the same (leading) order to the qq component, via

the parton–level gg → gggg and gg → ggqq processes, and an explicit

calculation showed that any sizable gg component of the η′ (and η) can

have a strong effect on the CEP cross section, increasing (or decreasing) it

by up to ∼ an order of magnitude, depending on the specific size and sign

of the gg component. Thus by observing the CEP of η(′)η(′) meson pairs,

we may shed light on the size of such a gg component, a question which so
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Fig. 2. (Left) A typical diagram for the gg →MM process. (Right) Representative

‘ladder’ diagram, which contributes to the production of flavor–singlet mesons.

far remains unresolved, see [20] for more discussion.

5. Exclusive jet production and the Higgs Boson

The observation of exclusive dijet production (with X = jj in (1)) was

reported by CDF in 2008 [21] and D0 in [22]. The CDF data was found

to be in quite good agreement with the ExHuME Monte Carlo implementa-

tion [23] of the Durham model, with the inclusion of the Sudakov factor as in

(3) essential to describe the invariant mass Mjj and transverse energy Ej
⊥

distributions. Using the existing CMS+TOTEM detectors, some limited

preliminary data for central jet production has been taken at the LHC dur-

ing low luminosity runs [24], with plans to take further such measurements

currently under discussion. The possibilities for performing such measure-

ments at higher luminosity using the proposed forward tagging AFP and

PPS detectors at ATLAS and CMS, are also being considered [8].

For the case of exclusive jet production, the CEP Jz = 0 selection rule

leads to some non–trivial predictions which are not observed in the standard

inclusive production process. In particular, as the leading–order gg → qq
amplitude for massless quarks and Jz = 0 incoming gluons vanishes, we

expect exclusive gg jets to be strongly dominant. This therefore presents

the potentially unique possibility of a clean observation of isolated gluon jets

at a hadron collider, and thus of a probe of the QCD predictions for gluon jet

properties (particle multiplicity, correlations etc). In the three jet case, this

leads to a suppression in gqq production as the gluon become soft or collinear

to the quark/anti–quark, and thus we expect a relative enhancement in such

a final–state with the jets in a well–separated ‘Mercedes’ configuration. A

detailed quantitative study and comparison of the the exclusive three–jet

topologies for ggg and gqq production would provide an interesting test of

the underlying theory.
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Another interesting possibility, which has thus far not been observed,

is the exclusive production of the Higgs Boson. Although the expected

cross sections are quite low, this would in principle be possible with the

proposed forward tagging AFP and PPS detectors at ATLAS and CMS,

see e.g. [8] and references therein. A particularly interesting result in the

case of exclusive H → bb, is that, as discussed above, the leading order

QCD background gg → bb is strongly dynamically suppressed, making an

observation via this channel with S/B ∼ 1 in principle possible: in the

inclusive case, the signal is typically swamped by the direct QCD process.

A further interesting point is that any CP–odd term in the gg → H vertex

(possible if the Higgs state is in fact not purely CP–even, an issue which will

take some time to clarify experimentally) will show up as an asymmetry in

the distribution with respect to φ, the azimuthal angle between the outgoing

protons. Further details and discussion can be found in [13].

6. Conclusion

CEP provides a very promising and potentially unique framework, com-

plementary to more standard inclusive channels, in which to study SM and

BSM signals. These processes therefore offer a rich phenomenology at high–

energy colliders, with a detailed program of theoretical work ongoing and a

wide range of experimental measurements being explored at the LHC.

LHL thanks the organizers for support and for a very interesting and

productive conference.
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Diffractive cross sections implemented in pythia8-mbr

vs lhc results

Konstantin Goulianos

The Rockefeller University, 1230 York Avenue, New York, NY 10065, USA

Diffractive cross sections implemented in the pythia8-mbr Monte Carlo
simulation are reviewed and compared to results obtained at the Large
Hadron Collider.

1. Introduction

Measurements at the lhc have shown that there are sizable disagree-

ments among Monte Carlo (mc) implementations of “soft” processes based

on cross sections proposed by various physics models, and that it is not

possible to reliably predict all such processes, or even all aspects of a given

process, using a single model [1, 2, 3]. In the cdf studies of diffraction at

the Tevatron, all processes are well modeled by the mbr (Minimum Bias

Rockefeller) mc simulation, which is a stand-alone simulation based on a

unitarized Regge-theory model, renorm [4], employing inclusive nucleon

parton distribution functions (pdf’s) and qcd color factors. The renorm

model was updated in a presentation at eds-2009 [5] to include a unique

unitarization prescription for predicting the total pp cross section at high

energies, and that update has been included as an mbr option for simu-

lating diffractive processes in pythia8 since version pythia8.165 [6], to be

referred here-forth as pythia8-mbr. In this paper, we briefly review the

cross sections [7] implemented in this option of pythia8 and compare them

with lhc measurements.

The pythia8-mbr option includes a full simulation of the hadroniza-

tion of the implemented diffraction dissociation processes: single, double,

and central diffraction. In the original mbr simulation used in cdf, the

hadronization of the final state(s) was based on a data-driven phenomeno-

logical model of multiplicities and pt distributions calibrated using Sp̄pS

and Fermilab fixed-target results. Later, the model was successfully tested

against Tevatron mb and diffraction data. However, only π± and π0 parti-

cles were produced in the final state, with multiplicities obeying a statistical

model of a modified Gamma distribution function that provided good fits

155



to experimental data [8]. This model could not be used to predict specific-

particle final states. In the pythia8-mbr implementation, hadronization

is performed by pythia8 tuned to reproduce final-state distributions in

agreement with mbr’s, with hadronization done in the pythia8 framework.

Thus, all final-state particles are now automatically produced, greatly en-

hancing the horizon of applicability of tpythia8-mbr.

2. Cross sections

The following diffraction dissociation processes are considered in pythia8-

mbr:

sd pp → Xp Single Diffraction (or Single Dissociation), (1)

or pp → pY (the other proton survives)

dd pp → XY Double Diffraction (or Double Dissociation), (2)

cd/dpe pp → pXp Central Diffraction/Double Pomeron Exchange. (3)

The renorm predictions are expressed as unitarized Regge-theory for-

mulas, in which the unitarization is achieved by a renormalization scheme

where the Pomeron (IP ) flux is interpreted as the probability for form-

ing a diffractive (non-exponentially suppressed) rapidity gap and thereby

its integral over all phase space saturates at the energy where it reaches

unity. Differential cross sections are expressed in terms of the IP -trajectory,

α(t) = 1 + ǫ + α′t = 1.104 + 0.25 (GeV−2) · t, the IP -p coupling, β(t), and

the ratio of the triple-IP to the IP -p couplings, κ ≡ g(t)/β(0). For large

rapidity gaps, ∆y ≥ 3, for which IP -exchange dominates, the cross sections

may be written as,

d2σSD

dtd∆y
= 1

Ngap(s)

[

β2(t)

16π
e2[α(t)−1]∆y

]

·
{

κβ2(0)
(

s′

s0

)ǫ}

, (4)

d3σDD

dtd∆ydy0

= 1

Ngap(s)

[

κβ2(0)

16π
e2[α(t)−1]∆y

]

·
{

κβ2(0)
(

s′

s0

)ǫ}

, (5)

d4σDPE

dt1dt2d∆ydyc

= 1

Ngap(s)

[

Πi
β2(ti)

16π
e2[α(ti)−1]∆yi

]

· κ
{

κβ2(0)
(

s′

s0

)ǫ}

, (6)

where t is the 4-momentum-transfer squared at the proton vertex, ∆y the

rapidity-gap width, and y0 the center of the rapidity gap. In Eq. (6), the

subscript i = 1, 2 enumerates Pomerons in a dpe event, ∆y = ∆y1 + ∆y2 is

the total rapidity gap (sum of two gaps) in the event, and yc is the center

in η of the centrally-produced hadronic system.
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The total cross section (σtot) is expressed as:

σp±p
tot = 16.79s0.104 + 60.81s−0.32 ∓ 31.68s−0.54 for

√
s ≤ 1.8 TeV, (7)

σp±p
tot = σCDF

tot + π
s0

[

(

ln s
sF

)2

−
(

ln sCDF

sF

)2
]

for
√

s ≥ 1.8 TeV, (8)

where s0 and sF are energy and the Pomeron flux saturation scales, respec-

tively [7]. For
√

s ≤ 1.8 TeV, where there are Reggeon contributions, we use

the global fit expression [9], while for
√

s ≥ 1.8 TeV, where Reggeon contri-

butions are negligible, we employ the Froissart-Martin formula [10, 11, 12].

The two expressions are smoothly matched at
√

s ∼ 1.8 TeV.

The elastic cross section is obtained from the global fit [9] for
√

s ≤ 1.8
TeV, while for 1.8 <

√
s ≤ 50 TeV we use an extrapolation of the global-fit

ratio of σel/σtot, which is slowly varying with
√

s, multiplied by σtot. The

total non-diffractive cross section is then calculated as σND = (σtot − σel)−
(2σSD + σDD + σCD).

3. Results

In this section, we present as examples of the predictive power of the

renorm model some results reported by the totem, cms, and alice col-

laborations for pp collisions at
√

s = 7 TeV, which can be directly com-

pared with renorm formulas without using the pythia8-mbr simulation.

Figure 1 (left) shows a comparison of the totem total, elastic, and total-

inelastic cross sections, along with results from other experiments fitted

by the compete Collaboration [13]; the renorm predictions, displayed

as filled (green) squares, are in excellent agreement with the totem re-

sults. Similarly, in Fig. 1 (right), good agreement is observed between the

alice [14] and cms [15] total-inelastic cross sections and the renorm pre-

diction.

The uncertainty shown in the renorm prediction of σtot in Fig. 1 (left) is

dominated by that in the scale parameter s0. The latter can be reduced by

a factor of ∼ 4 if
√

s0 is interpreted as the mean value of the glue-ball-

like object discussed in [16] and the data shown in Fig. 8 of [16] are used

to determine its value. Work is in progress to finalize the details of this

interpretation.

Another example of the predictive power of renorm is shown in Fig. 2,

which displays the total sd (left) and total dd (right) cross sections for

ξ < 0.05, after extrapolation into the low mass region from the measured

cms cross sections at higher mass regions, presented in [17], using renorm.

The justification for using the renorm model for the extrapolation into

the low mass region is presented in Fig. 3, in which the measured diffrac-

tive cross sections within a wide (albeit limited) pseudorpidity regions are
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Fig. 1. (top) totem measurements of the total, total-inelastic, and elastic pp cross

sections at
√

s = 7 TeV shown with best compete fits [13] and renorm predic-

tions; (bottom) alice [14] and cms [15] measurements of the total inelastic cross

section at
√

s =7 TeV compared to renorm prediction (pythia8-mbr).
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KG*: the value of this entry was obtained by extrapolating from

the measured cms cross sections [17] to the low mass region using

the mbr model.
Fig. 2. Measured sd (left) and dd (right) cross sections for ξ < 0.05 compared with

theoretical predictions; the model embedded in pythia8-mbr provides a good

description of all data.
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compared with predictions. In Figs. 3 (top-left and top-middle), the pre-

dictions of pythia8-mbr are shown for two values of the ǫ parameter of

the Pomeron trajectory (α(t) = 1 + ǫ + α′t), ǫ = 0.08 and ǫ = 0.104. Both

values describe the measured SD cross section within uncertainties, while

the DD data favor the smaller value of ǫ, which is consistent with low mass

cdf data. The predictions of pythia8-4c and pythia6 describe well the

measured DD cross section, but fail to describe the falling behavior of the

data (see details in [17]). The total SD cross cross section integrated over

the region −5.5 < log10 ξ < −2.5 (12 < MX < 394 GeV) was measured to

be σSD
vis = 4.27 ± 0.04(stat.)+0.65

−0.58(syst.) mb (dissociation of either proton).

The event sample after the ∆η0 > 3 selection, was used to extract the

differential dd cross section as a function of the central-gap width, ∆η. The

cross section for ∆η > 3, MX > 10 GeV and MY > 10 GeV is presented in

Fig. 3 (right). The total dd cross cross section integrated over this region

was measured to be σDD
vis = 0.93 ± 0.01(stat.)+0.26

−0.22(syst.) mb.
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Fig. 3. sd (top) and dd (middle) cross sections vs ξ, and dd cross section vs

∆η (bottom), compared to pythia6, pythia8-4C and pythia8-mbr. Errors are

dominated by systematics (hf energy scale, and hadronization/diffraction model).
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4. Summary

We reviewed our pre-lhc predictions for the total, elastic, total-inelastic,

and diffractive components of the proton-proton cross section at high ener-

gies, which are based on a special parton-model approach to diffraction em-

ploying inclusive proton parton distribution functions and qcd color factors.

We discuss single diffraction/dissociation, double diffraction/dissociation,

and central diffraction or double-Pomeron exchange, comparing predictions

with lhc measurements. Agreement is found in all cases.

Acknowledgments

I would like to thank Robert Ciesielski, my colleage at Rockefeller and

collaborator in the implementation of the mbr simulation into pythia8,

and the Office of Science of the Department of Energy for supporting the

Rockefeller experimental diffraction physics programs at Fermilab and lhc

on which this research is anchored.

References

[1] K. Goulianos, Predictions of Diffractive Cross Sections in Proton-Proton Col-
lisions, in proceedings of Diffraction 2012: International Workshop on Diffrac-
tion in High Energy Physics, 10-15 September 2012, AIP Conf. Proc. 1523,
pp. 107-110 (2013).

[2] See models presented by various authors in proceedings of Diffraction 2012,
AIP Conf. Proc. 1523.

[3] K. Goulianos, Predictions of Diffractive, Elastic, Total, and Total-Inelastic
pp Cross Sections vs LHC Measurements, to appear in proceedings of XXI
International Workshop on Deep-Inelastic Scattering and Related Subject -
DIS2013, 22-26 April 2013, Marseilles, France.

[4] K. Goulianos, Hadronic Diffraction: Where do we Stand?, in proceedings of
Les Rencontres de Physique de la Vallee d’Aoste: Results and Perspectives
in Particle Physics, La Thuile, Italy, February 27 - March 6, 2004, Frascati
Physics Series, Special 34 Issue, edited by Mario Greco, hep-ph/0407035.

[5] K. Goulianos, Diffractive and Total pp Cross Sections at lhc, in proceedings
of 13th International Conference on Elastic and Diffractive Scattering (Blois
Workshop) - Moving Forward into the LHC Era, CERN, Geneva, Switzerland,
June 29-July 3, 2009, CERN-Proceedings-2010-02, edited by Mario Deile,
arXiv:1002.3527v2.
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Recent results on vector boson production in association
with jets with the CMS detector

Tom Cornelis, for the CMS collaboration

Department of Elementary Particle Physics, University of Antwerp,

Groenenborgerlaan 171, 2020 Antwerp, Belgium

The production of weak vector bosons in association with jets and their
properties are intensively studied using proton-proton collision data col-
lected with the CMS detector. In this proceedings, we will show the cross
section measurement of the electroweak production of a Z boson in asso-
ciation with 2 jets at

√
s = 8 TeV, including a new data-driven approach

and studies on the hadronic activity in the region between the two tagging
jets. The azimuthal correlations and event shapes in Z + jets events at√

s = 7 TeV are also presented.

1. Azimuthal correlations and event shapes in Z plus jet events

Azimuthal correlations in Z plus at least one jet events were studied

[1] in pp collisions at
√

s = 7 TeV, using 5 fb−1 of data recorded with the

CMS detector [2]. Events were selected by requiring an oppositely charged

electron or muon pair with an invariant mass within a window of 20 GeV

around the Z boson mass. Both leptons satisfy pT > 20 GeV and |η| < 2.4
and fulfill quality and isolation criteria. Jets with pT > 50 GeV and |η| < 2.5
were used, clustered using the anti-kT algorithm with size parameter of 0.5.

1.1. Azimuthal angles

Figure 1 shows the azimuthal angle between the Z boson and the leading

jet, either for all Z bosons or in a subset of events with pZ
T > 150 GeV, a

region which is critical in searches for new phenomena. The results agree

within uncertainties with the MADGRAPH [3] prediction. In Z+ ≥ 1 jet

events, the SHERPA [4] prediction is about 10% too low whereas POWHEG

[5, 6, 7, 8] overestimates the distribution by about 10%. The Z boson and

leading jet are completely correlated for Njets = 1, as ∆φ(Z, j1) tends to π.

If ∆φ(Z, j1) < π
2 , the leading jet and Z boson are in the same hemisphere

and therefore balanced by subleading jets in the opposite hemisphere which

results in a more isotropic ∆φ(Z, j1) distribution for larger inclusive jet

multiplicities.
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T (right) pZ

T > 150 GeV.
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There is good agreement between MADGRAPH, SHERPA and PYTHIA [9]

predictions, and the data for the azimuthal angles among the three leading

jets, shown in Figure 2. For higher pZ
T , these angles decorrelate.

1.2. Transverse thrust

The properties of Z plus jet events have also been studied using the

transverse thrust τT, defined as τT ≡ 1 − max~nτ

P

i|~pT,i·~nτ |
P

i
pT,i

where the sum
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Fig. 3. Normalized distributions in ln τT for Z plus at least 1 jet events for (left)

all pZ
T (right) pZ

T > 150 GeV. The yellow band shows the sum of statistical and

systematic errors on the data.

over i runs over the Z and each accepted jet in the event. The sum is maxi-

mized by the unit vector ~nτ , called the thrust axis. In the limit of a perfectly

balanced Z plus one jet event, τT tends to zero (ln τT → −∞). In the limit

of a homogeneously distributed event, the transverse thrust reaches 1 − π
2

(ln τT → −1), its maximum possible value. The ln τT distribution is shown

in Figure 3. The data is best described by POWHEG and MADGRAPH, except

at large negative values for the transverse thrust where an overestimation

by MADGRAPH is seen. PYTHIA and SHERPA have larger discrepancies and

predict also too small values for ln τT. The peak at ln τT ≈ −2 in the

boosted region corresponds with events where the Z is balanced by two or

more jets.

2. Electroweak production of Z + 2 jets

Although most Zjj events at the LHC are produced by Drell-Yan (DY)

processes, the the same final state could also be created only by electroweak

interactions. Three classes of diagrams, shown in Figure 4, contribute to

the electroweak Zjj production: bremsstrahlung, vector boson fusion (VBF)

processes and multi-peripheral. There is great interest in the study of the

VBF diagram, which establishes a foundation for the more general study

of VBF processes which include Higgs boson studies and supersymmetry
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Fig. 4. Representative diagrams for the electroweak Zjj production processes.

searches. However, all three categories should be studied together, as large

negative interference effects exists between the VBF process and the other

two categories.

The pure electroweak cross section of a Z boson in association with two

jets has already been measured with the CMS detector in pp collisions at√
s = 7 TeV [10]. We will discuss now the first preliminary results using

the
√

s = 8 TeV dataset (19.7 fb−1) [11], which includes the addition of a

data-driven method that models the DY background using γjj events.

Events are selected by requiring a muon or electron pair with opposite

charge, in which both leptons satisfy a series of quality and isolation criteria,

a transverse momentum of at least 20 GeV and |η| < 2.4. The Z bosons

are reconstructed by taking events with a dilepton mass within the 15 GeV

mass interval around the nominal Z boson mass. The two leading jets within

|η| < 4.7 and exceeding pj1,j2
T > 50, 30 GeV are selected as the tagging jets.

2.1. Cross section measurement

Because the signal is small compared with the main background, DY Zjj,

a precise modeling of this background is necessary. However, the simulation

is based on MADGRAPH and therefore lacks possible virtual corrections at

higher order then the Born level. A first method, also used in the 7 TeV

analysis, corrects the MADGRAPH simulation with dynamical k-factors de-

rived from NLO predictions with MCFM for the dijet invariant mass and the

y∗ = yZ − 0.5(yj1 + yj2) variable. For the 8 TeV analysis, a data-driven

approach is added. It is expected that the kinematics of dijet system in DY

Zjj are similar to the dijet system in photon plus 2 jet events. A reweighting

of the pT of the photon to the pT of the Z candidate is used to eliminate

differences induced by specific γ or Z sample selections. Because the pho-

ton sample is at low pT affected by multijet production and high trigger

prescales, the pT of the photon or Z is required to be larger than 50 GeV.

Both methods use multi variate analysis techniques. The signal cross
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Fig. 5. Shape discriminators used for the signal cross section extraction (left) BDT

using simulated background (right) dijet Fisher discriminator using data-driven

background estimation

sections are extracted by fitting the output shapes for signal and background

to the data (Figure 5). For the simulation based method, this is a boosted

decision tree (BDT) built out of the following variables: the pT of the

tagging jets, the pseudorapidity separation between them, the invariant

dijet mass, the y∗ variable, the transverse momentum and rapidity of the

dilepton system, the sum of the pseudorapidities of the two tagging jets and

the difference between the azimuthal angles (φZ −φj1) and (φj1−φj2). The

measured cross section with this method is σEW µµjj
meas = 191 ± 29 (stat) ±

39 (syst) fb. The cross section in the simulation based method is based only

on the dimuon channel.

For the data-driven approach, a linear Fisher discriminant is constructed,

only based on dijet kinematics: the pseudorapidity distance ∆ηjj between

the two jets, the dijet invariant mass Mjj and the relative balance of the

dijet system. The cross section, combining the dielectron and dimuon chan-

nels, is σEW lljj
meas = 303 ± 29 (stat) ± 57 (syst) fb.

Both methods are combined using the Best Linear Unbiased Estimator

technique [12, 13] resulting in:

σEW lljj
meas = 226 ± 26 (stat) ± 35 (syst) fb

which is in agreement with the theoretical NLO prediction of 239 pb com-

puted with VBFNLO[14].
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Fig. 6. Average HT of the three leading soft track jets in the rapidity interval

between the two leading jets with pj1,j2
T > 50, 30 GeV in Zjj events versus (left) the

dijet invariant mass (right) the pseudorapidity separation between the two tagging

jets.

2.2. Central hadronic activity

Because there is no color flow between the two tagging jets in electroweak

Zjj events, the hadronic activity between these jets is expected to be small.

Although we do not use the hadronic activity to separate the EW Zjj from

the backgrounds, studies have been done to test the agreement between

data and simulation.

A first study makes use of soft track-jets. Tracks associated with the

primary vertex and not associated with either of the two leptons or the two

tagging jets are selected if they satisfy a high purity requirement and have a

transverse momentum exceeding 300 MeV. These tracks are clustered into

soft track jets with the anti-kT algorithm with distance parameter of 0.5.

This method gives us a collection of soft track-jets with energy as low as a

few GeV which are not affected by the pileup.

In order to monitor the hadronic activity in the rapidity gap between

the two tagging jets, only track-jets with pseudorapidity ηtag.jet
min +0.5 < η <

ηtag.jet
max − 0.5 are considered. The evolution of the average HT as a function

of the dijet invariant mass and the pseudorapidity separation between the

two tagging jets is shown in Figure 6 and demonstrates a good agreement

between data and simulation up to the highest regions of dijet invariant

mass and pseudorapidity separation.

A second study is performed in a high purity region for which the dijet

invariant mass is greater than 1250 GeV. This study makes use of jets with a
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Fig. 7. Control distributions for the hadronic activity for events with Mjj > 1250

GeV (left) scalar sum of all jets with pT > 15 GeV found in the pseudorapidity

distance between the tagging jets (middle) pT of the third jet (right) y∗

j3
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Fig. 8. Gap fraction versus (left) the scalar sum of the pT of all jets (right) the pT

of the third jet.

pT > 15 GeV, found in the pseudorapidity distance between the two tagging

jets. The background prediction is modeled from the photon control sample.

Figure 7 shows the scalar sum HT of the pT of these jets, the transverse

momentum of the third jet, and its pseudorapidity measured in the dijet

rest frame, which is slightly more central than expected. These distributions

could be used to compute the efficiency of a hadronic veto either based on

the transverse momentum of the third jet or on the HT variable, as shown

in Figure 8. The gap fraction corresponds to the fraction of events for which

the tested variable does not exceed a given threshold and is calculated for

data, simulation and the data-driven prediction.
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3. Other results on vector boson production in association
with jets

Besides the two analyses presented above, many other important bench-

marks are recently achieved in V +jet studies using 7 TeV data. Recent

results could be found on rapidity measurements in Z/γ plus jet events [15]

and the study of double parton scattering in W plus 2 jet events [16]. Also

the production of vector bosons in association with heavy flavor jets is stud-

ied, with measeruments which include the cross section of the production of

Z plus one or two b jets [17, 19], the cross section and angular correlations

for associated production of a Z boson with a b hadron [18], the cross section

for W in association with 2 b jets [20], and the measurement of associated

W plus charm production [21].
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Recent developments in Monte Carlo simulations

Jennifer M. Thompson
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This talk outlines the current status of Monte Carlo simulations in
particle physics. It demonstrates the implementation of automated NLO
contributions to matrix elements. The matching methods MC@NLO and
POWHEG are outlined and results using various NLO tools are presented.
The first plots from POWHEG showing the matching of NNLO matrix
elements to the parton shower are also presented.

1. Introduction

There is a current drive in the Monte Carlo community to include higher
order perturbative corrections in computational simulations. The most re-
cent developments in Monte Carlos has been to include NLO QCD correc-
tions to the matrix element matched to the parton shower.

Motivations for this extension are the occurrence of large and non-flat
K-factors (σNLO/σLO), indicating the need for a local K-factor. Also, NLO
matrix element calculations exhibit a significant reduction in scale depen-
dence. In a Monte Carlo, extending the matrix element calculation to NLO
QCD allows a reasonable error estimate to be formed. Furthermore, the
matching of the NLO prediction to the parton shower gives the distribution
of the hardest emission to NLO accuracy [1].

Numerical fixed order NLO matrix elements are calculated by using a
method such as Catani-Seymour subtraction [2]. Details on the subtraction
method for numerical matrix element calculations can be found at Ref. [3].
Equation (1) relates the NLO cross section, σNLO, to the differential born
(B), virtual (V ) and real (R) cross sections. The subtraction term intro-
duced here is denoted by B⊗ dS as it can be factorised into the underlying
Born configuration and a splitting function.

σNLO =

∫

dΦB

[

B +

∫

dΦ1B ⊗ dS + V

]

+

∫

dΦR [R−B ⊗ dS] (1)

Equation (1) allows for the numerical calculation of NLO matrix ele-
ments. However, including a parton shower on top of this requires a match-
ing method such as the POWHEG [4] and MC@NLO [5] method.
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2. POWHEG

Here we will briefly look at the formalism (for a more involved treatment,
see Ref. [4]) and see some example plots from using the POWHEG method.
The POWHEG implementations considered are from POWHEG-BOX [6],
HERWIG++ [7] and PYTHIA8 [8].

2.1. POWHEG formalism

In order to include a possible matrix element emission, the Sudakov form
factor is modified in the POWHEG formalism by identifying the kernel with
the ratio of the real matrix element and the underlying born term.

∆(µ, µ0) = exp

[

−
∫ µ

µ0

dΦ1

R(ΦB ⊗ Φ1)

B(ΦB)

]

(2)

Equation (2) is then included in the POWHEG master equation (equa-
tion (3)) to reweight the contribution from the matrix element.

σPOWHEG =

∫

dΦBB(ΦB)

[

∆(µ, µ0) +

∫ µ

µ0

dΦ1

R(ΦB ⊗ Φ1)

B(ΦB)
∆(k2

T , µ0)

]

(3)

This gives a modified Born term, B, which is the calculation to NLO, and
correctly accounts for a possible matrix element emission. The phase space
can be divided into 2 regions by introducing a small parameter. It is divided
such that should this introduced parameter be taken to 0, the equation
above is recovered. The advantage of this is that the new parameter can be
tuned to match NNLO distributions or data [9].

2.2. Results from POWHEG

Figure 1 compares CDF data to Monte Carlo simulation for diphoton
production. The Monte Carlo used here is HERWIG++ with the POWHEG
method implemented. This shows the difference between the LO calculation
and the NLO QCD matched sample. There is a substantially improved
modelling of data, especially in the ∆Φ plot.

Figure 2 shows the importance of NLO calculations in searches for BSM
physics, as the affect on the distribution is clearly shown in the difference
in magnitude of the dĳet invariant mass peak on graviton events.

Higgs processes often contain local K-factors. Figure 2 shows the locality
of the K-factor in the pT of the 3rd hardest jet in H+jets events. The effect
of including NLO corrections on the scale uncertainties can also be seen
here.
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Fig. 4. These plots are from Ref. [17]. The distributions are of the hardest 2 jets

in W boson production. The left hand plot is of ∆yjj and the right is of ∆Φjj .

the data, and the dominating uncertainty here comes from the variation in
the resummation scale. The forward energy flow shows a prediction from
SHERPA which is consistent with the data. Here the dominating error
comes from the MPI.

Figure 4 uses SHERPA+BLACKHAT with W+2 jets production calcu-
lated with the MC@NLO method. This compares ATLAS data with NLO
and MC@NLO simulations. The uncertainty on the fixed order prediction
is given by a variation of renormalisation (µR) and fatorisation scale (µF )
as 1

2
µR/F < µR/F < 2µR/F . On the MC@NLO sample, the uncertainty is

given by a variation of resummation scale, 1
√

2
µQ < µQ <

√
2µQ.

4. Merging methods

The matching methods considered above give the hardest emission cor-
rect to NLO. This can be considered alongside the merging methods, which
better describe hard emissions than the parton shower, which becomes ex-
act in the soft-collinear approximation. Merging methods are implemented
in Monte Carlos at LO, and can be easily extended to NLO in principle, by
a reweighting of all the contributing terms by a K-factor.

The merging methods considered here are MEPS@NLO [18], which is
the implementation in SHERPA with MC@NLO, and MINLO [19], which
is implemented with POWHEG.

4.1. Merging Results

This section presents results from merging NLO matrix elements to-
gether. Some of the plots show the improved modelling of the hard jets
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Fig. 5. These are SHERPA+BLACKHAT plots for the ∆R (left) and ∆Φ (right)

distributions between the hardest 2 jets in merged W+jets results from Ref. [20].

Fig. 6. The left hand plot shows the MINLO merged prediction for the Higgs

rapidity, and the right hand plot shows the MINLO merged prediction for the pT
of the Higgs boson from Ref. [21].

that this achieves over simply a matching method. These improvements are
most noticeable in observables sensitive to jets other than the hardest.

Figure 5, compares the different NLO techniques for ∆R and ∆Φ distri-
butions between the hardest 2 jets. The improvement as we move towards
MEPS@NLO is very pronounced for these observables. This is due to how
sensitive they are to the modelling of the second jet. MEPS@NLO is the
only method which calculates this to NLO accuracy.

Figure 6 demonstrates the implementation of the MINLO method in
PYTHIA with the POWHEG method. Figure 6 shows the difference be-
tween merging and POWHEG for the rapidity distribution of the Higgs
boson in H+jets events. Here the first jet is merged in via the MINLO pro-
cedure. Figure 6 also shows the pT distribution for the Higgs boson, again
in H+jets events. Again, the comparison is made between POWHEG and
the merging in of an additional jet.
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Fig. 7. The pT and y of the Higgs boson is shown to NNLO matched to a parton

shower. These plots are taken from Ref. [22].

5. NNLO matched to parton shower

POWHEG has recently released plots from the first instance of NNLO
matrix elements being matched to parton shower [22]. These results are
shown in Fig. 7, and are again for the rapidity and pT of the Higgs boson
in Higgs production processes. These can be compared with the POWHEG
results for the same observables in Fig. 6. The uncertainties in Fig. 7 are
greatly reduced, as compared with Fig. 6.

6. Future outlook and conclusions

In the near future, the NLO calculations performed in the Monte Carlo
community will be compared with data once these become available, in
order to fully verify our implementations of the NLO physics. Completing
this leads naturally on to calculating higher order corrections on the longer
term. This involves calculating NNLO QCD corrections, and also to begin to
introduce NLO EW corrections which can become very large at the collider
energies we are beginning to probe.

Another area of interest to the Monte Carlo physics community is to
discuss observables which would help the community to properly understand
what the Monte Carlo is doing in complicated regions of phase space, and
for us to gain a deeper understanding of the physics involved in the processes
we are modelling. To this end, the Monte Carlo community is discussing
different measurements that we would like the experimentalists to complete.

The current status of Monte Carlo physics is the automation of NLO
corrections to the vast majority of processes. These predictions have been
compared to data in several cases, and even more are still being verified. The
interfacing technology between the matrix element and the parton shower
is now very well established.
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of strongly interacting matter at the CERN SPS
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for the NA49 and NA61/SHINE collaborations

Recent searches at the CERN SPS for evidence of the critical point of
strongly interacting matter are discussed. Experimental results on theroret-
ically expected signatures, such as event-to-event fluctuations of the particle
multiplicity and the average transverse momentum as well as intermittency
in particle production are presented.

1. Introduction

Exploration of the phases of strongly interacting matter is the main

purpose of the study of high energy heavy-ion collisions. Theoretical con-

siderations [1] suggest that the phase boundary between confined hadrons

at low and quasi-free quarks and gluons at high temperature and/or density

is of the first order in systems with large net-baryon density (or equivalently

baryochemical potential µB ≫ 0). Lattice QCD calculations [2] can provide

quantitative predictions at zero net baryon density (µB = 0) and find that

the transition is a rapid crossover. Thus a critical point is expected as the

endpoint of the first-order transition line. However, lattice QCD is not yet

able to cope with µB > 0 in a strict way. Predictions of the existence and

location of the critical point (CP) in the phase diagram of T versus µB have

to be obtained from extrapolations which arrive at conflicting results. Some

find a CP in a region accessible to experiments at the SPS and the RHIC

beam energy scan [3], others locate the CP at high µB where heavy-ion ex-

periments are not able to produce the deconfined phase [4] or they find no

CP at all [5]. Clearly it is important to address this issue by experimental

studies.

At a CP the correlation length ξ diverges leading to a strong increase

of suitable correlation measures such as event-to-event fluctuations of the

multiplicity and average transverse momentum of produced particles [6] as
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Fig. 2. Scaled variance ω of the multiplicity distribution of charged particles. Top:

versus µB for the 1% most central Pb+Pb collisions and inelastic p+p reactions

for 1.0 < y < ybeam (assuming the pion mass). Bottom: versus the number of

wounded nucleons NW in inelastic p+p (1.1 < y < 2.6) and the 1% most central

C+C, Si+Si and Pb+Pb collisions at 158A GeV (1.0 < y < ybeam). Full symbols

show results of NA49 [10], open symbols NA61 (preliminary).

NA49 recorded data on central Pb+Pb collisions at a set of energies

(20A, 30A, 40A, 80A and 158A GeV) through the SPS energy range in the

period 1994–2002. Additionally a smaller set of data was taken for C+C

and Si+Si collisions at 40A and 158A GeV. NA61 expands this program

and resumed in 2009 a comrehensive scan of energies (13A GeV + NA49

energies) and nuclear sizes (p+p, Be+Be, Ar+Ca, Xe+La, Pb+Pb) which

has been completed for the lightest two systems.

3. Fluctuations of the particle multiplicity

The signature of a CP is expected to be primarily an increase of mul-

tiplicity fluctuations [6] which are usually quantified by the scaled variance

ω = (〈N2〉 − 〈N〉2)/〈N〉 of the distribution of particle multiplicities N pro-

duced in the collisions. The measure ω is ”intensive”, i.e., it is independent
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Fig. 3. Fluctuation measure ΦpT
of the average transverse momentum of charged

particles. Top: versus µB for the 7.2% most central Pb+Pb collisions (full sym-

bols, NA49 [16]) and inelastic p+p reactions (open symbols, NA61 preliminary).

Bottom: versus the number of wounded nucleons NW in central C+C, Si+Si and

Pb+Pb collisions at 158A GeV (NA49 [17]) and inelastic p+p reactions (NA61

preliminary). Results are for cms rapidity 1.1 < y < 2.6 assuming the pion mass.

of the number of wounded nucleons NW (size or volume) of the system in

models which assume nucleus+nucleus collisions to be a superposition of

nucleon+nucleon reactions. However, ω is sensitive to the unavoidable fluc-

tuations of NW [12]. Therefore the measurements were restricted to the 1 %

most central collisions. Results for charged particles in Pb+Pb collisions

(NA49 [10]) are shown in Fig. 2 (top) versus µB (obtained from statisti-

cal model fits to yields of different particle types at the various collision

energies) and compared to preliminary NA61 results from p+p reactions.

The data do not support a maximum as might be expected for a CP (see

curves [11]). NA49 also obtained results for different size nuclei at the top

SPS energy of 158A GeV (see Fig. 2 (bottom)). Here there may be an indi-

cation of a maximum for medium size nuclei. A new identification procedure

(identity method [13]) allowed to measure the energy dependence of fluctu-
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Fig. 4. Fluctuation measure ∆PT ,N of the average transverse momentum of charged

particles. Top: versus µB for the 7.2% most central Pb+Pb collisions (full sym-

bols) and inelastic p+p reactions (open symbols). Bottom: versus the number of

wounded nucleons NW in inelastic p+p and central C+C, Si+Si and Pb+Pb colli-

sions at 158A GeV. Results are for cms rapidity 1.1 < y < 2.6 assuming the pion

mass. (NA49 and NA61 preliminary).

ations of identified proton, kaon and pion multiplicities in p+p and Pb+Pb

collisions. As in the case of charged particle multiplicities no indication of

a CP is found. It was pointed out that higher moments of the multiplicity

distributions are more sensitive to effects of the CP [14]. Unfortunately the

systematic uncertainties of the measurements in NA49 and NA61 at present

do not allow meaningful conclusions.

4. Fluctuations of the average transverse momentum

Enhanced fluctuations are also expected for the average transverse mo-

mentum pT when the freezeout occurs close to the CP [6]. A suitable mea-

sure ΦpT
was proposed in [15], which is ”strongly intensive”, i.e. indepen-

dent of both NW and its fluctuations. Results on the dependence of ΦpT

on µB in central Pb+Pb (NA49 [16]) and inelastic p+p collisions (NA61
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preliminary) are plotted in Fig. 3 (top) and compared to expectations for a

CP (curves in Fig. 3 (top) [11]). Measurements for different size nuclei at

the top SPS energy of 158A GeV are shown in Fig. 3 (bottom). As found

for ω there is no evidence for a CP from the dependence of ΦpT
on µB, but

there may be a maximum for medium-size nuclei.

Recently a new class of strongly intensive measures was proposed in

Ref. [12]. Whereas ΣPT ,N is closely related to ΦpT
the quantity ∆PT ,N is

sensitive to fluctuations of pT and N in a different combination. Results

shown in Fig. 4 are inconclusive, in particular, as at present there are no

predictions for the effect of a CP in this observable.
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not yet turned up firm evidence in the CERN SPS energy range. Tantalising

hints were found for medium-size nuclei in data from the NA49 experiment

which strongly motivate the ongoing scan of the phase diagram by the NA61

experiment (see Fig. 7). A search for the CP is also in progress at the

Brookhaven RHIC within the beam energy scan (BES) program.
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Numerical simulations of Quantum Chromodynamics on a space-time
lattice represent the best non-perturbative tool to explore the QCD phase
diagram and the behavior of strong interactions under extreme conditions.
We review the present status of the field and discuss some recent results.

1. Introduction

Many of the questions which are still open within the Standard Model of

particle physics concern strong interactions. They are described by Quan-

tum Chromodynamics (QCD). While we have a clear understanding of the

theory in the high energy limit where, thanks to property of asymptotic free-

dom, it is perturbative, we still cannot solve the low energy regime, where

the coupling is strong and the theory is non-perturbative. As a result, we

still do not understand why quarks and gluons, the elementary colored de-

grees of freedom of QCD, are confined into hadrons. One would also like to

know if color confinement is a permanent state of matter, or if in particular

extreme conditions, characterized by high temperature, high baryon density

or strong magnetic fields, different phases of strongly interacting matter can

be found.

The possible presence of a high temperature deconfined Quark-Gluon

plasma phase has been explored since long: it is of particular interest for

cosmological and astrophysical reasons (think, e.g., of the early stages of

evolution of the Universe), and it is experimentally probed by heavy ion

collision experiments.

Numerical simulations of QCD discretized on a Euclidean space-time

lattice represent the best available tool to explore strong interactions in the

non-perturbative regime, starting from the first principles of the theory. In

practice, one rewrites the QCD thermal partition function, formulated in

the Feynman path integral formalism, as follows

Z(V, T ) =

∫

DUDψDψ̄e−(SG[U ]+ψ̄M [U ]ψ) =

∫

DUe−SG[U ] detM [U ] ,
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Fig. 1. Schematic view of the QCD phase diagram. The T − µB plane is shown in

more detail, together with some questions that lattice simulations still leave open.

where U are the gauge link variables (elementary parallel transports) and

ψ̄Mψ is a proper discretization of the quark action. The temperature T is

related to the extension of the compactified Euclidean time dimension τ ,

T = 1/τ = 1/(Nta) where a is the lattice spacing (we assume an isotropic

cubic lattice) and Nt is the number of lattice sites in the time direction.

SG[U ] is the pure gauge action while detM encodes the contribution of

dynamical fermions. Lattice simulations are ideally suited to compute equi-

librium quantities, like

〈O〉T =

∫

DUe−SG[U ] detM [U ]O[U ]
∫

DUe−SG[U ] detM [U ]
=

∫

DUP[U ]O[U ] ,

where O is a generic physical observable, via Monte-Carlo sampling. An

obvious requirement is that the probability distribution over gauge config-

urations, P[U ], be real and positive. In general, the correct inclusion of the

fermion determinant in the probability distribution is the most demanding

task in terms of computational power, especially when one tries to lower the

values of the light quark masses towards their physical values.

Lattice simulations give us information, with a systematically increasable

precision, about basic thermodynamical quantities, like the pressure and the
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energy density, about equilibrium particle and quantum number distribu-

tions (e.g., quadratic and higher order susceptibilities of baryon number and

electric charge) and on the location and the order of the transitions to the

different phases of strongly interacting matter, i.e. about the QCD phase

diagram, which is reported schematically in Fig. 1. Apart from temperature,

one can think of many possible extensions of the phase diagram, represent-

ing external parameters of phenomenological relevance. Unfortunately, the

important case of a baryonic chemical potential µB, which is necessary to

consider QCD at finite density, is plagued by the so-called sign problem: the

fermion determinant detM [µB 6= 0] is complex, so that the path integral

measure is not positive and Monte-Carlo methods are not directly usable.

Approximate methods works well only in a limited region where µB/T ≪ 1,

which is the case of the strongly interacting medium produced in heavy ion

collisions at very high energies (µB/T ∼ 10−2 at LHC).

2. Phase diagram at zero and non-zero baryon density

The liberation of color degrees of freedom at the deconfinement tem-

perature is clearly visible, in lattice studies, from the sudden increase of

approximate order parameters, like the Polyakov loop, and of various ther-

modynamical quantities, like the energy density, the pressure or the quark

number susceptibilities. Roughly around the same temperature, the restora-

tion of chiral symmetry, which is spontaneously broken at low T , takes place.

There is now good agreement between different collaborations, adopting

different discretizations schemes, regarding the location of this transition,

which according to chiral symmetry restoration is placed around Tc ∼ 155

MeV [1, 2].

The behavior of various susceptibilities is consistent with the absence

of a true transition, i.e. no discontinuities seem to develop as the thermo-

dynamical limit is approached [3]: that means that either the transition is

extremely weak (hence not phenomenologically relevant) or deconfinement

and chiral symmetry restoration correspond simply to a rapid change of

physical properties.

Actually, this is the situation for physical values of the quark masses.

In numerical simulations the quark mass spectrum can be changed at will

and one can explore the nature of the transition as a function of u/d and

s quark masses. The present outcome of such exploration is reported in

Fig. 2, which is usually known as the Columbia plot. A true transition is

present in the limit of very light or very heavy quark masses, where exact

symmetries and order parameters can be found (chiral and center symmetry

respectively). Unsettled issues exist regarding the chiral limit of the two

flavor theory [4], where the transition could be first order or second order
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in the O(4) universality class.

When one considers the various possible extensions of the phase diagram,

like the inclusion of a baryon chemical potential µB, one would like to

determine how Tc changes and if it corresponds to a true transition at some

stage, for instance at a critical endpoint in the T − µB plane. For QCD

at finite baryon density reliable numerical results can be obtained only in a

restricted region of high T and small chemical potentials, where approximate

solutions to the sign problem can be found, like reweighting techniques [5, 6],

analytic continuation from imaginary chemical potentials [7–9] and Taylor

expansion techniques [10, 11].

As an example, in Fig. 2 we report a comparison (see Ref. [12]) of the crit-

ical line Tc(µB) determined in the case of four degenerate flavors by different

techniques (the pseudocritical temperature Tc is an increasing function of

the pseudocritical coupling βc, which is the quantity reported in the figure).

Consistency among different determinations is good as long µ/T ≤ 1 (µ is

the quark chemical potential, i.e. µ ≡ µB/3), meaning that the curvature of

the pseudocritical line at µ = 0 can be determined with good control over

systematic uncertainties. In the physical case of 2 or 2+1 flavors one ob-

tains values for the curvature of the critical line, Tc(µ)/Tc(0) = 1−A (µ/T )
2
,

in the range A ∼ 0.05 − 0.07 [8, 13–15]. Such values are smaller, by ap-
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proximately a factor 3, than those usually obtained for chemical freeze-out

curves in heavy ion collisions. However a recent re-analysis of heavy-ion

data, which takes better into account inelastic interactions after hadroniza-

tion, seems to bring the freeze-out curves closer to lattice predictions for

the pseudocritical line [16, 17].

Unfortunately the same techniques, working well for small baryon chem-

ical potentials, have not provided, up to now, a clear and consistent evidence

for the presence and the location of the critical endpoint in the T−µB plane,

at which the pseudo-transition present at µB = 0 would turn into a first

order transition.

The general idea is that the introduction of non-zero µB would increase

the strength of the transition, thus enlarging the low-mass first order region

in Fig. 2 till the physical point is included into it. However, numerical

simulations performed at imaginary chemical potential, i.e. negative µ2

B,

seem indicate that the effect of a a positive µ2

B is instead to decrease the

strength of the transition [18]. This has been recently reinterpreted in terms

of the general structure of the phase diagram at µ2

B < 0, in particular in

connection with the phase structure close to the so-called Roberge-Weiss

endpoint [19, 20] and the related tricritical points. In Fig. 2 we show the
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The scale chosen for the quark mass axis permits to better appreciate the chiral

extrapolation according to tricritical scaling (see Ref. [21]).

result of recent extensive studies regarding the order of the phase transition

for the theory with two light flavors, Nf = 2 QCD, as a function of the

bare quark mass and µ2 [21]: the first order region clearly shrinks as µ2

increases; moreover, present results suggest that the chiral limit at µ = 0,

i.e. the left-upper corner in Fig. 2, might be first order, in agreement also

with the findings of Ref. [4].

3. Strongly interacting matter in strong magnetic fields

Quarks are also subject to electromagnetic interactions, which however

are expected, in general, to bring small corrections to strong interaction

physics. Nevertheless, the situation may be different in the presence of

background fields whose strenght is at the QCD scale. The issue is of great

phenomenological interest, since in some heavy ion collisions one has the

highest magnetic fields ever created in a laboratory [22], reaching up to

1015 Tesla (eB ∼ 0.1 GeV2) at LHC, and even larger fields may have been

created in the early stages of the Universe [23, 24].

That justifies the recent theoretical interest in the subject [25]. Contrary
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to the case of a finite µB, the introduction of a magnetic background field

does not encounter particular technical problems, such as a sign problem, so

that various interesting questions can be conveniently approached and have

been investigated by lattice QCD simulations in the last few years [26–43].

Lattice results show that Tc decreases as a function of the external

field, with deconfinement and chiral symmetry breaking remaining entan-

gled. The strength of the transition increases, in the sense that the rapid

change of thermodynamical quantities becomes steeper and steeper, even if

no evidence has been found till now for a critical endpoint in the T − B

plane where Tc becomes a true transition point.

Various studies have investigated the magnetic properties of strongly

interacting matter. The outcome is that it behaves as a paramagnetic ma-

terial [38–40, 43], with a magnetic susceptibility which steeply rises as one

enters the deconfined Quark-Gluon Plasma phase, and is comparable to that

of well known strong paramagnetic materials, such as liquid oxygen.
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A nonequilibrium statistical relativistic diffusion model (RDM) with
three sources is applied to the analysis of charged-hadron distributions
in Au–Au collisions at RHIC energies, in Pb–Pb collisions at the current
LHC energy of 2.76 TeV, and in p–Pb at 5.02 TeV. The relative sizes of
the particle production sources at RHIC and LHC energies are investigated
in pseudorapidity space as functions of incident energy. The midrapidity
source that arises mostly from gluon-gluon collisions becomes more impor-
tant than the fragmentation sources as the energy increases from RHIC to
LHC.

1. Introduction

Charged-hadron production in relativistic heavy ion collisions has been

investigated in great detail at the Relativistic Heavy Ion Collider RHIC in

Au–Au collisions, and more recently at the Large Hadron Collider LHC in

Pb–Pb collisions. In particular, high-precision pseudorapidity distributions

dNch/dη of produced charged particles including their centrality dependence

are now available in an energy range from
√

sNN = 0.019 to 2.76 TeV [1, 2].

At RHIC energies these data include the fragmentation regions up to the

values of the beam rapidities, whereas at the current LHC energy of 2.76

TeV corresponding to a beam rapidity of ybeam = 7.99 very precise ALICE

data are available at −5 < η < 5.5 [2].

Theoretical descriptions of the underlying partonic processes often focus

on gluon-gluon production, such as in many approaches based on the color

glass condensate (see [3] as an example). Based on this mechanism particle

and antiparticle distributions would, however, be identical – which is not

the case experimentally, as found for example in π+ and π− distribution

functions [4].

The relevance of the fragmentation sources from quark-gluon interac-

tions has been investigated in a recent QCD-based study of net-baryon
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distributions (baryons minus antibaryons). There the gluon-gluon source

that is peaked at midrapidity cancels out such that only the fragmentation

sources remain [5, 6], giving rise to two fragmentation peaks that are clearly

seen in the data at high SPS and RHIC energies, and in the theoretical pre-

dictions at LHC energies. At low SPS energies the fragmentation peaks

overlap in rapidity space and hence, are not directly visible in the data, but

can still be extracted quite reliably [7].

For produced particles (rather than net baryons), the effect of the frag-

mentation sources is less obvious, but clearly has to be considered. In

this note I propose to investigate the relative importance of gluon-gluon vs.

fragmentation sources as a function of c.m. energy in collisions of heavy sys-

tems (Au–Au, Pb–Pb) using a phenomenological nonequilibrium-statistical

model. This relativistic diffusion model (RDM) [8] has proven to be useful

in the analysis of data and in predictions for asymmetric [9] and symmetric

[10] systems. Its three sources correspond to the gluon-gluon and fragmen-

tation sources of the available microscopic theories. In direct comparisons

with data the RDM can be used to infer the relative sizes of these underlying

components as functions of the incident energy.

In charged-hadron production at SPS and low RHIC energies up to√
sNN ≃ 20 GeV, the gluon-gluon source centered at midrapidity is ex-

pected – and has turned out – to be unimportant [11], and the measured

pseudorapidity distributions are well reproduced from the fragmentation

sources only. At these relatively low energies, the fragmentation sources are

peaked close to midrapidity and hence, are influenced considerably by the

Jacobian transformation from rapidity to pseudorapidity space. At higher

energies, the fragmentation peaks move apart, and the central gluon-gluon

source emerges. Then the Jacobian increasingly affects only the central

source. Also, its overall effect becomes smaller with rising energy since it

depends on (〈m〉/pT )2. Still, a precise determination of the Jacobian is es-

sential for the modeling of pseudorapidity distributions at LHC energies.

The pronounced midrapidity dip that is seen in the recent ALICE Pb–Pb

charged-hadron data is due to the interplay of fragmentation and central

sources, plus the effect of the Jacobian on the central source.

A brief outline of the method used to determine the relative size and

extent of the sources in η−space is given in the next section. Results for

heavy systems at RHIC and LHC energies are presented in Sec. 3. The

energy dependence of central and fragmentation sources is discussed in Sec.

4. A brief outlook on single-particle observables in p–Pb at 5.02 TeV is also

given. The conclusions are drawn in Sec. 5.
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Fig. 1. (Color online) The RDM pseudorapidity distribution function for charged

hadrons in central Pb–Pb collisions at LHC energies of 2.76 TeV, and central

Au–Au at RHIC energies of 130 and 200 GeV with RDM parameters (Tab. 1)

adjusted to the ALICE [12, 2] and PHOBOS [1] data, upper frame. In the bottom

frame, the underlying theoretical distributions are shown for 2.76 TeV Pb–Pb. The

shape of the midrapidity source is modified by the Jacobian. At LHC energies, the

midrapidity value is mostly determined by particle production from gluon–gluon

collisions. The upper curve is the RDM-prediction for 5.52 TeV. From Ref. [13].

2. Three sources model

In the three-sources version of the relativistic diffusion model, rapidity

distributions of produced particles are calculated from an incoherent super-

position of the fragmentation sources R1,2(y, t = τint) with charged-particle

content N1

ch (projectile-like), N2

ch (target-like) and the midrapidity gluon-

gluon source Rgg(y, t = τint) with charged-particle content Ngg
ch as

dNch(y, t = τint)

dy
= N1

chR1(y, τint) + N2

chR2(y, τint) + Ngg
ch Rgg(y, τint) , (1)

with the rapidity y = 0.5 · ln((E + p)/(E − p)), and the interaction time

τint (total integration time of the underlying partial differential equation).

In the linear version of the RDM [8], the macroscopic distribution functions
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are solutions of the Fokker-Planck equation (k = 1, 2, 3)

∂

∂t
Rk(y, t) = − 1

τy

∂

∂y

[

(yeq − y) · Rk(y, t)
]

+ Dk
y

∂2

∂y2
Rk(y, t). (2)

The consideration of the additive variable rapidity in the nonequilibrium-

statistical Fokker-Planck framework has proven to be a useful approach

in calculations and predictions of macroscopic distribution functions for

produced particles. Integrating the equation with the initial conditions

R1,2(y, t = 0) = δ(y±ymax), the absolute value of the beam rapidities ymax,

and R3=gg(y, t = 0) = δ(y − yeq) yields the exact solution as described in

[13], and references therein.

Since the theoretical model is formulated in rapidity space, one has

to transform the calculated distribution functions to pseudorapidity space,

η = −ln[tan(θ/2)], in order to be able to compare with the available data,

and perform χ2−minimizations. The well-known Jacobian transformation

dN

dη
=

dN

dy

dy

dη
= J(η, m/pT )

dN

dy
, (3)

J(η, m/pT ) = cosh(η)·[1 + (m/pT )2 + sinh2(η)]−1/2 (4)

depends on the squared ratio of the mass and the transverse momentum

of the produced particles. Hence, its effect increases with the mass of the

particles, and it is most pronounced at small transverse momenta. For

reliable results one has to consider the full pT−distribution, however. In

[10, 13] it is outlined how this can be done approximately.

However, LHC data are still missing in the fragmentation region. We

have therefore proposed in [10] to use the well-known limiting fragmenta-

tion scaling hypothesis [14] as an additional constraint: At sufficiently high

energy, particle production in the fragmentation region becomes almost in-

dependent of the collision energy. Hence we use 0.2 TeV Au–Au results at

RHIC – where data in the fragmentation region are available – to supple-

ment the LHC 2.76 TeV Pb–Pb data in analogous centrality classes at large

values of pseudorapidity as described in [10].

It should be noted that the data in pseudorapidity space appear to

extend beyond the value of the beam rapidity, y = 1/2 · ln(1 + β||)/(1− β||)

with β|| ≡ βbeam = vbeam/c = (exp (2ybeam) − 1)/(exp (2ybeam) + 1) as seen

clearly for 130 GeV Au–Au in Fig. 2. Although it is not excluded that this

is to some extent a physical effect, it is most likely due to the transformation

from pseudorapidity η = − ln (tan(θ/2)) to rapidity y,

y =
1

2
ln

√

(m/pT )2 + cosh2 y + sinh η
√

(m/pT )2 + cosh2 y − sinh η
, (5)
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Fig. 2. (Color online) Pseudorapidity distributions for produced charged hadrons

in central 130 and 200 GeV Au–Au, and 2.76 TeV Pb–Pb collisions. Calculated

RDM distributions (solid curves) have been optimized in χ2-fits with respect to

the PHOBOS data from Ref. [1], and the ALICE data from [2]. The data tend to

extend beyond the values of the beam rapidities (arrows).

where y → η − ln(m/pT ) for m ≪ pT , and y → η for pT ≪ m.

In Pb–Pb at LHC energies, about 83% of the produced charged hadrons

are pions, and for pions the limit η ≃ y is reached at larger η values than for

protons. Hence, the pion-dominated dN/dη−distribution extends beyond

ybeam that is defined for protons.

3. Results

The result of the three-sources RDM calculation for the pseudorapid-

ity distribution of produced charged hadrons 2.76 TeV Pb–Pb is shown in

figure 1 together with recent ALICE data [2] for 0 − 5% centrality in a χ2

optimization. Parameters are given in Tab. 1. A prediction for the LHC

design energy of 5.52 TeV Pb–Pb is also shown.

The relative size of the three sources in central 2.76 TeV Pb–Pb is dis-

played in the lower frame of figure 1. At this LHC energy, the midrapidity

source already contains the largest fraction of produced charged hadrons.

Its shape is significantly deformed by the Jacobian transformation from ra-

pidity to pseudorapidity space, whereas the fragmentation sources are not

much influenced by the transformation.

In the full distribution that arises from the incoherent superposition of

the three sources, it is evident that the midrapidity dip is more pronounced

at LHC energies as compared to RHIC energies, although the effect of the

Jacobian tends to be smaller at the higher incident energy. This clearly

indicates that there has to be a physical origin of the midrapidity dip in
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Fig. 3. (Color online) Number of produced charged hadrons as function of the c.m.

energy
√

sNN from RDM-fits of the available data for central heavy ion collisions at

0.019, 0.062, 0.13, 0.2 TeV (RHIC, Au–Au), and 2.76 TeV (LHC, Pb–Pb). Circles

are the total numbers, squares are hadrons produced from the midrapidity source,

and triangles are particles from the fragmentation sources. The gluon-gluon source

(dashed) becomes the main source of particle production between RHIC and LHC

energies. From Ref. [13].

addition to the effect of the Jacobian.

The hypothesis promoted in this work is that the interplay of the three

sources provides the observed effect. In 2.76 TeV Pb–Pb collisions, the

fragmentation sources are peaked at large values (< y1,2 >= 3.34) of ra-

pidity – whereas at 0.2 TeV RHIC energy, the center is at < y1,2 >= 2.4.

Consequently, the midrapidity yield at LHC energies is essentially due to

the central source, with only a small contribution from the fragmentation

sources. Although the relative particle content in the central source is larger

at LHC energies than at RHIC, this produces the observed midrapidity dip,

together with the effect of the Jacobian on the central source.

4. Energy dependence of the hadron production sources

There are now sufficiently precise data on charged-hadron production at

RHIC [1] and LHC [2] energies available in order to investigate the relative

size of the three particle production sources as function of energy in heavy

ion collisions (Au–Au at RHIC, Pb–Pb at LHC). I have displayed the energy

dependence of the sources in figure 3, with parameters as shown in Tab. 1.

According to these results, the total charged-hadron production (circles)

follows a power law ∝ s0.23

NN . The hadrons produced from the central source

(squares) have an even stronger dependence on initial energy according to
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Table 1. Three-sources RDM-parameters τint/τy, Γ1,2, Γgg, and Ngg. N1+2
ch is the

total charged-particle number in the fragmentation sources, Ngg the number of

charged particles produced in the central source. Parameters at 5.52 TeV denoted

by * are extrapolated. From Ref. [13].

√
sNN ybeam τint/τy Γ1,2 Γgg N1+2

ch Ngg
dN
dη |

exp
η≃0

(TeV)

0.019 ∓3.04 0.97 2.83 0 1704 - 314±23[1]

0.062 ∓4.20 0.89 3.24 2.05 2793 210 463±34[1]

0.13 ∓4.93 0.89 3.43 2.46 3826 572 579±23[1]

0.20 ∓5.36 0.82 3.48 3.28 3933 1382 655±49 [1]

2.76 ∓7.99 0.87 4.99 6.24 7624 9703 1601±60 [12]

5.52 ∓8.68 0.85* 5.16* 7.21* 8889* 13903* 1940*
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Fig. 4. (Color online) The RDM pseudorapidity distribution function for charged

hadrons in minimum bias p–Pb collisions at LHC c.m. energy of 5.02 TeV shown

here is adjusted in the mid-rapidity region to the ALICE data [15]. From Ref. [13].

∝ s0.44

NN , whereas particles produced in the fragmentation sources have a

weaker dependence ∝ log(sNN/s0).

The strong rise of the particle production yield from the central (gluon-

gluon induced) source is evidently due to the increasing gluon content of

the system at high relativistic energies. In particular, the total particle

production rate from the central source becomes larger than that from the

two fragmentation sources at an incident energy between the highest RHIC

energy (0.2 TeV), and the LHC regime. In view of the lack of data in

this intermediate regime, the precise crossing point is, however, difficult to

determine.
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In central p–Pb collisions at 5.02 TeV, ALICE data [15] have also been

used to compare with the analytical RDM-solutions, cf. figure 4. The RDM

calculation exhibits a steeper slope on the proton-like side, as compared to

the Pb-like side. Forthcoming LHC p–Pb large-η data could confirm this.

5. Conclusions

The particle content of fragmentation (valence quark–gluon) and midra-

pidity (gluon–gluon) sources for charged-hadron production in heavy ion

collisions at high relativistic energies has been determined as function of

c.m. energy in a phenomenological approach.

In turns out that particle production from the gluon–gluon source be-

comes more important than that from the fragmentation sources in the en-

ergy range between the maximum RHIC energy of 0.2 TeV, and the current

LHC energy of 2.76 TeV.
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STAR Results from the RHIC Beam Energy Scan

Hui Wang for the STAR collaboration

RM 1-174, Building 510A, Brookhaven National Laboratory, Upton, NY, 11973

The Beam Energy Scan Program is launched by RHIC to study the
QCD phase diagram. The goal is to explore the possible QCD phase bound-
ary and search for possible QCD critical point. In 2010 and 2011, experi-
ments collected data at

√
sNN=7.7,11.5,19.6,27,39 and 62.4 GeV, covering

a wide range of baryon chemical potential from µB 420 to 70 MeV. In this
presentation, we will report some latest results of the Beam Energy Scan
Program from the STAR collaboration.

1. Introduction

Current results from RHIC and LHC indicate the existence of a decon-
fined Quark Gluon Plasma (QGP) phase at high energy in A+A collisions.
One major challenge, however, is to understand the structure of the QCD
phase diagram. If the temperature is high and µB is relatively small, both
lattice QCD and experimental data indicate this transition from hadronic
matter to Quark Gluon Plasma is an analytical transition (cross-over) [1],
while some theoretical calculations predict that the transition at lower tem-
peratures and high µB is a first order phase transition [2]. If a phase tran-
sition exists at higher µB, with a cross-over at µB = 0, the phase transition
would end in a critical point at finite µB. However, due to the difficulty
of lattice QCD calculations at finite µB, accurate predictions of the critical
point location are still lacking [3]. Therefore it falls to experiment to search
for traces of the existence of the critical point of QCD.

To further explore the QCD phase diagram, a Beam Energy Scan (BES)
proposal was made by the STAR Collaboration [4], which aims to search
for the turn-off of QGP signatures, signals for first order phase transition
and the critical point. The first phase of the BES program was started in
2010 with collisions recorded at

√
sNN = 7.7, 11.5, 39 GeV and finished in

2011 with collisions at
√
sNN=19.6 and 27 GeV. In this paper, a few selected

results from the STAR BES program will be discussed.
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2. Search for Turn-off of QGP Signatures

2.1. the Balance Function

The balance functions, which measure the correlation between the oppo-
site sign charge pairs, are sensitive to the mechanisms of charge formation
and the subsequent relative diffusion of the balancing charges [5]. Due to
conservation laws like electric charge conservation, particles and their anti-
particles are pair produced and correlated initially in coordinate space, if
a delayed hadronization occurs, the lower temperature and less expansion
and diffusion will result in a narrower charge balance function [5]. It has
been reported that the balance function for ∆η narrows at top RHIC ener-
gies [6]. Thus the balance function could be used to probe the evolution of
the system hadronization time vs. energy and search for possible turn-off
of QGP at lower energies.
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(a) The balance function in
terms of ∆η for all charged par-
ticles.
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(b) Energy dependence of the
balance function width 〈∆η〉 for
central Au+Au collisions (0-5%)
compared with shuffled events.

Fig. 1: The balance function in terms of ∆η for all charged particles. Central
events (0-5%) are shown here with

√
sNN from 7.7 to 200 GeV.

For this analysis, we use all charged particles with the transverse mo-
mentum cut of 0.2 < pt < 2.0 GeV/c and the pseudorapidity cut of |η| < 1.0.
Figure 1a shows the balance function in terms of ∆η for all charged particles.
The most central events (0-5%) are shown for seven incident energies. The
data in the figure are the balance function results from real data corrected
by subtracting the balance function calculated using mixed events. We can
see that, for all the energies shown here, the balance functions from data are
narrower than the ones from shuffled events. To quantify the narrowing of
balance function, figure 1b shows the energy dependence of the balance func-
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tion width for central Au+Au collisions. The data show a smooth decrease
of 〈∆η〉 with increasing energy. UrQMD calculations predict a similar trend
but over predict the observed results. Since the balance function is sensitive
to the hadronization time and relative diffusion after hadronization, this de-
crease in balance function width could mean a longer lived QGP phase at
higher energies. The UrQMD model is a hadronic model that does not have
a deconfined phase transition and has little flow. This early hadronization
time combined with strong interaction between final particles leads to a
wider balance function in UrQMD. In the same figure, the shuffled events
from both data and UrQMD show a wider balance function that slightly
increases with increasing energy.

2.2. Elliptic Flow

Elliptic flow is the second harmonic coefficient of the Fourier expansion

dN

dφ
∝ 1 + 2

∑
n≥1

vn cos [n(φ−Ψn)] , (1)

where φ is the azimuthal angle of the particles and Ψ is the reconstructed
event plane azimuthal angle. Elliptic flow would be generated by the initial
pressure gradient created by non-central heavy ion collisions. One major line
of evidence that a deconfined quark gluon plasma is produced in Au+Au
collisions at

√
sNN = 200 GeV is the number-of-constituent quark (NCQ)

scaling of v2 versus transverse momentum pT for hadrons at intermediate
pT (2 to 5 GeV/c) [7, 8]. Deviations from such a scaling at lower beam
energies could be an indication for the absence of the deconfined phase [9].

Figure 2 shows the differences in v2 between particles X (p, Λ, Ξ−,
π+, K+) and corresponding anti-particles X (p̄, Λ, Ξ+, π−, K−) with√
sNN . Larger v2 values are found for particles than for antiparticles, ex-

cept for pions for which the opposite ordering is observed. The difference
increases with decreasing beam energy and is larger for baryons compared
to mesons [10].

As discussed previously, the universal NCQ scaling of v2 at
√
sNN =

200 GeV suggests strongly interacting partonic matter is produced. The
observed difference in v2 at lower beam energies demonstrates that this
common NCQ scaling of particles and anti-particles splits. Such a breaking
of the NCQ scaling could indicate increased contributions from hadronic
interactions in the system evolution with decreasing beam energy, or could
be related to the larger values of µB.
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Fig. 2: The difference in v2 between particles (X) and their corresponding
anti-particles (X) (see legend) as a function of

√
sNN for 0–80% central

Au+Au collisions. The dashed lines in the plot are fits with a power-law
function [10].

3. Search for Critical Point

3.1. Particle Ratio Fluctuations

The energy dependence of particle-ratio fluctuations is also an interest-
ing topic. Enhanced fluctuations are one of the possible signatures of a
phase transition near a critical point [11]. The observable νdyn for kaons
and pions can be written as

νdyn,Kπ =
< K(K − 1) >

< K >2
+
< π(π − 1) >

< π >2
− 2 < Kπ >

< K >< π >
, (2)

Figure 3a shows the νdyn,Kπ results for 7.7–200 GeV [12, 13, 14]. STAR
results are approximately independent of collision energy. This disagrees
with NA49’s results, which show a strong increase with decreasing incident
energy. The same figure also shows model calculations. The points labeled
STAR UrQMD represent UrQMD calculations with STAR acceptance cuts,
which show little energy dependence and over predict the magnitude of the
data. The HSD model predicts increased fluctuations at low energies and
agrees with the NA49 measurements at the lowest energies but over predict
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the data at higher energies. None of the models presented here can fully
describe the incident energy dependence of the data.

(a) K/π fluctuations. (b) p/π fluctuations.

Fig. 3: Energy dependence of K/π and p/π fluctuations expressed as
νdyn,p/π. Only central events are shown here (0-5% for STAR Au+Au colli-
sions, 0–3.5% for NA49 Pb+Pb collisions). UrQMD and HSD calculations
are also shown.

Unlike the results for K/π fluctuations, the results for p/π fluctuations
are affected by resonance correlations (e.g. ∆,Λ,Σ all decay to p, π). These
correlations increase the cross-correlation terms of νdyn and produce a nega-
tive νdyn value. Figure 3b shows the incident energy dependence of νdyn,pπ.
The STAR and NA49 results for p/π fluctuations show good agreement.
They are both negative and increase with increasing collision energy. The
UrQMD model describes the data well at SPS energies, which supports the
resonance correlations interpretation because UrQMD is a hadronic trans-
port model. However, UrQMD becomes positive and over predicts the data
at higher energies.

p/K fluctuations, which are related to baryon-strangeness correlations,
can be used as a tool to study the deconfinement phase transition. Figure 4a
shows the incident energy dependence of νdyn,Kp results. The STAR data
show a smooth decrease with decreasing collision energy and disagree with
NA49 data at 7.7 GeV. Further study is still needed to understand the
differences between the two experiments. A UrQMD calculation with the
STAR acceptance filter is also shown in the same figure. UrQMD always
over predicts fluctuations and becomes positive at high collision energies.
The HSD model always predicts positive νdyn results.
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(a) Energy dependence of p/K
fluctuations. UrQMD and HSD
calculations are also shown.
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Fig. 4: Energy dependence of p/K fluctuations and pt Fluctuations. Only
central events are shown here.

3.2. pt Fluctuations

The pt fluctuations could also serve as a signal for the QCD critical point
or the occurrence of thermalization and collectivity [15, 16]. One observable
for the event-by-event two particle momentum correlation is defined [17] as

〈∆pt,i∆pt,j〉 =
1

Nevent

Nevent∑
k=1

Ck
Nk(Nk − 1)

, (3)

where

Ck =
Nk∑
i=1

Nk∑
j=1,i6=j

(pt,i − 〈〈pt〉〉) (pt,j − 〈〈pt〉〉). (4)

Figure 4b shows the incident energy dependence of pt correlations. The
STAR data shows a rapid increase from 7.7 to 62.4 GeV and then little en-
ergy dependence up to 2.76 TeV. UrQMD shows a similar increasing trend
but under predicts the measured correlations. The CERES data deviates
from STAR at lower energy. Effects due to different experimental accep-
tances are still under investigation.

4. Search for First Order Phase Transition

One important goal of the STAR BES program is to search for the
evidence of a first order phase transition. The HBT technique can be used to
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determine the freeze-out eccentricity εF . A non-monotonic behavior of εF as
a function of energy could indicate a soft point in the equation of state [20].
Figure 5a shows the excitation function of the freeze-out eccentricity. The
combined E895 and STAR data shows a smooth decrease of εF with energy.
Also, the UrQMD model reproduces both E895 and STAR data. Overall,
no non-monotonic behavior is observed in εF .
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(b) Directed flow slope (dv1/dy)
near mid-rapidity as a function
of beam energy for mid-central
(10-40%) Au+Au collisions.

Fig. 5: Energy dependence of εF and dv1/dy

Directed flow, which measures the ”side-splash” motion of the collision
products, is sensitive to the equation of state (EOS) and hence can be
considered a first order phase transition signal [18]. Figure 5b shows the
energy dependence of directed flow slope (dv1/dy) near mid-rapidity for 10-
40% central Au+Au collisions [21]. The v1 slope for net protons is calculated
via the relation Fp = rFp̄ + (1 − r)Fnet−p, where r is the observed ratio
of antiprotons to protons among the analyzed tracks. The net proton v1

slope changes sign twice and shows a minimum at
√
sNN =10 to 20 GeV.

This result is qualitatively different from UrQMD and AMPT transport
models, which both predict a monotonic trend throughout

√
sNN =7.7 to

200 GeV [21]. Further studies are needed to understand the current results
and their implications for the Equation of State.
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5. Summary

We have presented some of the latest results from the STAR BES Phase
I program. Most results show a smooth change vs. incident energy. We do
see significant differences in particle and anti-particle v2, which indicates the
breaking of the NCQ scaling. A possible minimum at

√
sNN =10–20 GeV

is also observed for the net proton v1 slope. More statistics are needed to
confirm a few other interesting observables such as higher moments of net-
protons distributions and φ-meson v2. We are looking forward to the BES
Phase II program with STAR iTPC upgrade and fixed-target mode [22].
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We simulate the 3D O(1) (Ising) and O(4) spin models by the Monte
Carlo method. Interesting high-order cumulants from the 3D Ising and
O(4) universality classes are presented and discussed. They all show the
non-monotonic or sign change behavior. The critical behavior is instructive
to that of the high-order cumulants of the net baryon number in the QCD
phase transitions. Maybe it’s difficult to distinguish the universality classes
by the high-order cumulants in the heavy ion collisions.

1. Introduction

One of the primary goals of current ultra-relativistic heavy-ion collision

experiments is to map the QCD phase diagram onto the T–µB plane [1]. The

critical point is particularly interesting, because the divergent susceptibility

and correlation length (ξ) are expected. But the expansion of ξ is limited

as the finite evolution time and volume of relativistic heavy-ion collision

system. So the more sensitive probes to locate the QCD critical point

are needed. Recently, the high-order cumulants of the conserved charges

are suggested, i.e., the net baryon number, net electric charge, and net

strangeness [2, 3]. They are more sensitive to the correlation length and

may change sign near the critical point based on the theory [4–7].

The net baryon number fluctuations have been studied by lattice QCD

and QCD effective models [8–11]. However, owing to the difficulties of
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the lattice calculations and model estimations, the study of the high-order

cumulants of the net baryon number need to be continued anyway [12, 13].

The QCD critical point falls into the same universality class with the

3D Ising model [14, 15]. In the chiral limit, the chiral phase transition for

2-flavor QCD is expected to belong to the 3D O(4) universality class [15].

Because of the universal properties of the critical phenomena, the relevant

cumulants can be studied in the simple spin systems. The results should be

instructive to a finite system formed in relativistic heavy-ion collisions.

The paper is organized as follows, firstly, the cumulants of order param-

eter and energy from the O(N) spin models are derived in Sec. 2. Then,

their relations to the net baryon number fluctuations are discussed. In Sec.

3, the high-order cumulants from the 3D Ising model and O(4) spin model

are presented and discussed. Finally, the summary and conclusions are given

in Sec. 4.

2. Cumulants in the O(N) spin models

The O(N) spin models are defined as,

βH = −J
∑

〈i,j〉
~Si · ~Sj − ~H · ∑i

~Si, (1)

where H is the Hamiltonian, J is an interaction energy between nearest-

neighbor spins 〈i, j〉, and ~H is the external magnetic field. J and ~H are

both reduced quantities which already contain a factor β = 1/T . ~Si is a

unit vector of N -components at site i of a d-dimensional hyper-cubic lattice.

It is usually decomposed into the longitudinal (parallel to the magnetic field

~H) and the transverse component ~Si = S
‖
i ~eH + ~S⊥

i , where ~eH = ~H/H. For

the 3D Ising and O(4) spin models, d = 3, N = 1 and 4, respectively.

The partition function is as follows,

Z =

∫

∏

i

dNSiδ(~S
2

i − 1) exp(−βE + HV S‖), (2)

where E = −∑

〈i,j〉
~Si·~Sj is the energy of a spin configuration, S‖ = 1

V

∑

i S
‖
i

is the lattice average of the longitudinal spin components, V = L3 and L is

the number of lattice points of each direction.

As we know, the cumulants of the order parameter are related to the

derivatives of the free energy density, f(T, H) = − 1

V lnZ, with respect to

H. They can be got from the generating function [16],

κS
n =

dn

dxn
ln〈exS‖〉

∣

∣

∣

∣

x=0

. (3)
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So the first, second, third, fourth and sixth order cumulants of the order

parameter are as follows,

κS
1

= 〈S‖〉, κS
2

= 〈δS‖2〉, κS
3

= 〈δS‖3〉, κS
4

= 〈δS‖4〉 − 3〈δS‖2〉2,
κS

6
= 〈δS‖6〉 − 10〈δS‖3〉2 + 30〈δS‖2〉3 − 15〈δS‖4〉〈δS‖2〉, (4)

where δS‖ = S‖ − 〈S‖〉, and κS
1

is the magnetization (order parameter)

of the system. At vanishing external magnetic field, due to the spatial

rotation symmetry of the O(N) groups, such defined order parameter is

zero. In the case, an approximated order parameter definition is suggested

as, M = 〈| 1

V

∑

i
~Si|〉 [17].

The cumulants of the energy are related to the derivatives of the free

energy density with respect to T . The forms of the formulas for the cumu-

lants are the same as that in Eq. (4), where it just need to replace S‖ by

E.

In the vicinity of the critical point, the free energy density can be de-

composed into two parts, the regular and singular parts. The critical related

fluctuations are determined by the singular part. It has the scaling form

fs(t, h) = l−dfs(l
ytt, lyhh). Here t = (T − Tc)/T0 and h = H/H0 are reduced

temperature and magnetic field, T0 and H0 are the normalized parameters.

Tc is the critical temperature. yt and yh are universal critical exponents. In

our simulation, we set J = β and choose the approximate critical tempera-

tures, Tc =4.51 [17] and 1.068 [18] for the 3D Ising and O(4) spin models,

respectively.

In order to map the result of the 3D Ising model to that of the QCD if the

QCD critical point exists, the following linear ansatz is suggested [19–21],

t ≈ T − Tcp + a(µ − µcp), h ≈ µ − µcp + b(T − Tcp). (5)

Tcp and µcp are the temperature and chemical potential at the QCD criti-

cal point, respectively. a and b are two undecided mixed parameters. The

baryon-baryon correlation length diverges with the exponent yt and expo-

nent yh when the critical point is approached along the t-direction and h-

direction, respectively [9]. Because yh (≈ 2.5) is larger than yt (≈ 1.6) [22],

the critical behavior of the net baryon number fluctuations is mainly con-

trolled by the derivatives with respect to h, i.e., the fluctuations of the order

parameter in the 3D Ising model.

The singular part of the free energy density for the chiral phase transition

is suggested as [7]

fs(T, µq, h)

T 4
= Ah(1+1/δ)ff (z), z = t/h1/βδ, (6)
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where β and δ are the universal critical exponents of the 3D O(4) spin model.

ff (z) is the scaling function. The reduced temperature t and external field

h are expressed as follows,

t ≡ 1

t0
(
T − Tc

Tc
+ κµ(

µq

T
)2), h ≡ 1

h0

mq

Tc
. (7)

Here Tc is the critical temperature in the chiral limit. κµ is a parame-

ter determined by QCD [23]. The net baryon number susceptibility is the

derivative of free energy density with respect to the chemical potential µq.

From Eqs. (6) and (7), it’s clear that the form of the derivatives of the

free energy density with respect to T and chemical potential µ̂q = µq/T is

similar. Particularly, The n-th order cumulant of the energy from the 3D

O(4) spin model is relevant to the 2n-th (or n-th ) order cumulant of the

net baryon number at µq = 0 (or µq 6= 0 ) in the chiral phase transition.

3. Critical behavior of the high-order cumulants

The Monte Carlo simulations are performed by the Wolff algorithm with

helical boundary conditions [24]. The typical size of an observable at a given

magnetic field is determined by the saturation of size dependence, as shown

in Ref. [25]. The system sizes in this work for each kind of cumulants at a

given magnetic field and model are listed in Table 1.

Table 1. The typical system size for each kind of cumulant.

H κS
n(O(1)) κE

n (O(1)) κE
n (O(4))

0 24 20 20

0.05 12 10 8

0.1 8 8 8

In order to compare the basic structure of the cumulants at different

external fields, each cumulant is rescaled to unity by its maximum or mini-

mum (except for the first order cumulant of the energy from the O(4) spin

model). For the Ising model, the cumulants of order parameter at H = 0

and H 6= 0 are quite different, so they are presented discretely.

The cumulants of energy from the 3D Ising model at H = 0.1, 0.05, and

0 are shown in the upper panel of Fig. 1. From each sub-figure, it’s clear that

the basic features of the cumulants, i.e., the patterns of the fluctuations, are

not influenced by the magnitude of the external field. With the appearing

or increasing of the external field, the whole critical region is amplified and

shifted toward the higher temperature side. This is easy to understand

that the cumulants are governed by universal functions that depend on the

scaling variable z = t/h1/βδ.
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Fig. 1. (Color online) The 2nd, 3rd, 4th and 6th order cumulants of the energy

(upper panel) and order parameter (lower panel) versus temperature for different

H from the 3D Ising model.

In the vicinity of Tc, κE
2

has a peak. κE
3

oscillates and its sign changes

from positive to negative when the temperature increases and passes the

critical one. κE
4

has two positive peaks locating at the two sides of Tc.

The valley between the peaks is negative. In contrast to the κE
4
, κE

6
has

two negative valleys and one positive peak in the vicinity of the critical

temperature.

The cumulants of order parameter at H = 0.1 and 0.05 from the 3D Ising

model are shown in the lower panel of Fig. 1. The influences of the external

field are similar to those as discussed in the cumulants of the energy. In the

vicinity of Tc, κS
2

has a peak. κS
3

has a negative valley and no sign change

in the critical region. κS
4

shows a obvious positive peak and a very small

and negative valley when the temperature increases and passes the critical

one. κS
6

oscillates from positive to negative, and the negative valley is more

obvious than that in κS
4
.

Comparing the upper part and lower part of Fig. 1, it’s clear that the

generic structure of the same order cumulant of the energy is different from

that of the order parameter, except for the second order one.

In Fig. 2, the high-order cumulants of the order parameter at H = 0

are shown. κS
2

in Fig. 2(a) has a narrow and sharp peak near Tc. From

Fig. 2(b) and (c), both κS
3

and κS
4

oscillate, but the former changes from

negative to positive, while the latter changes from positive to negative with

the increasing temperature. The generic structure of κS
6

in Fig. 2(d) is

similar to that of κE
4

in Fig. 1(c). The behavior of the high-order cumulants

at H 6= 0 and H = 0 is quite different. The sign change in the former case
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Fig. 2. The 2ed, 3rd, 4th and 6th order cumulants of the order parameter versus

temperature at H = 0 from the 3D Ising model.

appears in the fourth order cumulant, while the third one in the later case.

The way of the sign change of κS
3

at H = 0 as shown in Fig. 2(b) is

consistent with the expectation from the effective model [5]. The qualitative

features of κS
4

as shown in Fig. 1(g) and Fig. 2(c) are consistent with that

from the linear parametric model of the Ising universality class (see Fig. 1 in

Ref. [6]). Especially at non-vanishing external field, the generic structure of

κS
4

in Fig. 1(g) is the same as Fig. 1(b) in Ref. [6]. When the critical point is

approached from the higher temperature side, κS
4

is negative. Based on the

Ising universality class, the sixth order cumulant of the order parameter is

also negative when approaching the critical point on the crossover side. And

the negative valley is more obvious than that in the fourth order cumulant.

Maybe the negative signal of the sixth order cumulant of the net baryon

number is easier to be detected in the experiments.
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Fig. 3. (Color online) The 1st, 2ed, 3rd and 4th order cumulants of the energy

versus temperature for different H from the 3D O(4) spin model.

The cumulants of the energy from the 3D O(4) spin model at H = 0.1,

0.05, and 0 are presented in Fig. 3. Again, the external field shows the

similar influences as discussed above. κE
1

increases with the temperature.

κE
2
, κE

3
, and κE

4
have a similar behavior with that from the Ising model.

As discussed in section 2, κE
1
, κE

2
, κE

3
, and κE

4
from the 3D O(4) spin

model are related to χB
2

, χB
4

, χB
6

, and χB
8

at µB = 0 in the chiral phase

transition. The positive peak of κE
2

is consistent with χB
4

from the lattice

QCD calculations [8] and the estimations of QCD effective models [10, 11,
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26]. The sign change of κE
3

is also shown in χB
6

from the Polyakov loop

extended Quark-Meson (PQM) model [7, 11].

Based on the order parameter fluctuations from the Ising model at H 6= 0

and energy fluctuations from the O(4) spin model, the generic structure of

the fourth order cumulant of the net baryon number in the vicinity of the

critical point and in the chiral phase transition at vanishing chemical po-

tential is similar. Except for the small negative valley of the fourth order

cumulant of the order parameter in the Ising model, they both have a ob-

vious peak. The sixth order cumulant in the vicinity of the critical point

is also similar to that in the chiral phase transition at vanishing chemical

potential. It oscillates and has a sign change in the two cases. It’s maybe

difficult to distinguish the two universality classes by the high-order cumu-

lants in the heavy ion collisions.

4. Summary

In this work, the behavior of the high-order cumulants of order parame-

ter and energy in the 3D Ising model, and the cumulants of energy in the 3D

O(4) spin model at H = 0.1, 0.05, and 0 is presented, respectively. The ex-

ternal field does not influence the generic structure of the cumulants, except

the cumulants of the order parameter from the 3D Ising model.

For the 3D Ising universality class, the generic structure of the high-

order cumulants of energy are different from that of order parameter. But

they all have the non-monotonic or sign change behavior. The fourth and

sixth order cumulants of the order parameter at nonzero external field are

both negative when approaching the critical point from the crossover side.

But the negative signal is more obvious in the sixth order cumulant. Maybe

it’s easier to be detected in the experiment.

For the 3D O(4) universality class, the behavior of the second to fourth

order cumulants of energy is similar to that from the 3D Ising universality

class. The net baryon number fluctuations based on the O(4) spin model

are qualitatively consistent with the calculations from the lattice QCD, and

expectations from the QCD effective models. Our results also show that at

vanishing chemical potential, the sixth order cumulant of the net baryon

number is necessary in order to observe a sign change in the chiral phase

transition.

Based on the order parameter fluctuations from the 3D Ising and energy

fluctuations from the 3D O(4) universality classes, maybe it’s difficult to

distinguish the different universality classes by the high-order cumulants in

the heavy ion collisions.
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[22] J. Garćıa and J.A. Gonzalo, Phys. A 326, 464 (2003).

[23] O. Kaczmarek et al., Phys. Rev. D 83, 014504 (2011).

[24] U. Wolff, Phys. Rev. Lett. 62, 361 (1989).

[25] M.A. York and G.D. Moore, hep-lat/1106.2535.

[26] V. Skokov, B. Friman, E. Nakano, K. Redlich, and B.-J. Schaefer, Phys.

Rev. D 82, 034029 (2010).

218



Minimum-bias angular and trigger-associated correlations
from 200 GeV p-p collisions: jets, flows, centrality and the

underlying event

D. Prindle for the STAR collaboration
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The mechanisms leading to the hadronic final state of high-energy
proton-proton collisions remain an unresolved issue at the RHIC and LHC.
A substantial contribution to the hadronic final state from minimum-bias
(MB) jets is dominated by non-perturbative processes and may provide the
common base for any high-energy dijet. Observation of a same-side (on az-
imuth)“ridge” in LHC p-p collisions suggests to some that hydrodynamic
flows may play a role in that small system at higher energies. The issue of
p-p centrality vs triggered jets has emerged in the context of gluon trans-
verse distributions in the proton inferred from DIS data. Attempts have
been made to isolate and study the underlying event (UE) complementary
to triggered dijets, and it is suggested that multiple parton interactions
may contribute to the UE.

Reference [1] considered theoretical and experimental results for UE
systematics and p-p centrality in the context of a two-component (soft+
hard) model derived from single-particle pt spectrum nch systematics. The
study concluded that there may be a substantial contribution to the UE
from the triggered dijet and that p-p centrality is not controlled significantly
by a jet trigger condition (if p-p centrality is relevant at all). Further study
of two-particle correlations in p-p collisions was called for, particularly the
nch dependence of MB correlations.

We report a comprehensive study of MB (no pt cuts) angular cor-
relations and trigger-associated (TA) yt correlations (transverse rapidity
yt = ln[(mt + pt)/mπ]) from 200 GeV p-p collisions. Angular correlations
are characterized by 2D model fits that accurately distinguish among pro-
ton dissociation structure (soft), jet-related structure (hard) and a nonjet
azimuth quadrupole. All angular correlations are simply represented by a
(2+1)-component model. The hard and quadrupole component scale sim-
ply with the soft-component multiplicity ns, clarifying the role of centrality
and the eikonal model in p-p collisions. 2D TA correlations project to a
marginal 1D trigger spectrum that can be simply predicted from pt spec-
trum nch dependence. 2D TA distributions can then be processed to reveal
MB jet fragment (hard component) systematics comparable to measured
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fragmentation functions. Hard-component azimuth dependence relative to
the trigger relates to UE studies. From TA analysis we can establish the
kinematic limits of jet fragment production in p-p collisions.

1. Introduction

In this paper we present an analysis of particle production in proton-

proton collisions at a center of mass energy of 200 GeV. The data were

recorded by the STAR detector at RHIC in 2009 during a low luminosity

running period which enabled an efficient minimum-bias (MB) trigger with

very little, if any, pileup. We have enough statistics to divide the sample

into six multiplicity bins ranging from a mean multiplicity of about two to

27 in two units of rapidity.

In Sec. 2 we recap a few features of the 1D two component spectrum

model (TCM) that we use in understanding the MB two-particle angular

correlations presented in Sec. 3. The angular correlations are described

with a few components. In Sec. 4 we extend the 1D TCM to 2D trigger-

associated (TA) correlations. The TA model describes the trigger spectra

and associated soft component very well allowing us to subtract the TA

model soft component and study the data hard component in detail. The

hard component is discussed in Sec. 5, focusing on toward, transverse (trans)

and away azimuth regions as conventionally defined in UE studies. We

summarize in Sec. 6.

2. 1D Two-component model

The two-component spectrum model was developed to understand yt (or

pt) spectra in proton-proton collisions.[1] It was observed that the spectrum

shape can be decomposed into soft, S0(yt), and hard, H0(yt), components

where the soft component is defined by the spectrum shape as the event mul-

tiplicity goes to zero. The component shapes are independent of multiplicity

but the ratio of their amplitudes depends on multiplicity: nh/ns ∝ ns ≈ nch

where ns and nh are the soft and hard components of nch within the accep-

tance ∆η. In analogy with A-A collisions we can think of the soft component

as being related to participants (low-x gluons for p-p) and the hard compo-

nent to binary parton collisions. In a Glauber calculation of A-A collisions

the numbers of participants and binary collisions depend on the impact pa-

rameter and we find Nbin ∝ N
4/3

part. For proton-proton collisions we find

nh ∝ n2
s; a Glauber description doesn’t work.
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3. Angular correlations of particles produced in p-p collisions

We developed a MB method to analyze two particle angular correla-

tions to study A-A collisions without imposing preconceived ideas.[2–5] In

this method we take all pairs of particles and project out φ1 +φ2 and η1 +η2

which loses no information if we have rotational symmetry in φ (which is

true) and translational symmetry in η (which is a reasonable approxima-

tion at mid-rapidity). Integrating over pt we end up with a two dimensional

correlation on φ∆ ≡ φ1 −φ2 and η∆ ≡ η1 − η2. This analysis works for even

very low multiplicity events so we can apply it to proton-proton collisions.

In Fig. 1 we show the angular correlations for the lowest and highest mul-

tiplicity bins. In each case the upper left quadrant is the model, the upper

right quadrant is the data and the lower left quadrant is the residuals. The

model consists of a 2D Gaussian at the origin, a narrow 2D exponential at

the origin, an away-side 1D azimuth dipole and a 1D Gaussian on η∆. There

is a significant improvement in the fit when we include a nonjet quadrupole

cos(2φ∆) component which is clearly required in A-A correlations. By ex-

amining the pt and charge dependence of these components we find that the

narrow 2D exponential is due to HBT and γ conversion to e+e− pairs, the

1D Gaussian on η∆ is consistent with soft particle emission from the beam

remnants and the same-side 2D Gaussian is due to intra-jet correlations

while the away-side dipole is due to inter-jet correlations. The lower right

quadrants show the data with the 1D Gaussian on η∆ and the HBT/e+e−

components removed leaving the jet structure and non-jet quadrupole.

In Fig. 2 we show the multiplicity dependence of the dijet amplitudes

for the same-side 2D peak and the away-side dipole. The amplitudes of

the dijet structures scale with the square of the multiplicity and are con-

sistent with a QCD dijet total cross section σdijet = 2.5 mb [6]. The non-

jet quadrupole component is interesting. In A-A collisions we find that

nchAQ ∝ NpartNbinε2

opt. We assume that in proton-proton collisions
〈

ε2

opt

〉

is non-zero and note that Nbin ∝ N2

part. If the non-jet quadrupole in proton-

proton collisions arises from the same mechanism as in A-A collisions we

predict that

(nch/ns) AQ ∝ n2

s , (1)

which indeed appears to be the case. This suggests that we should seriously

consider if the non-jet quadrupole in proton-proton collisions is due to the

same physics as in A-A collisions and is unrelated to hydrodynamic flows.

4. Trigger-associated analysis

We extend the 1D TCM to a 2D trigger-associated (TA) model to isolate

the hard component in (ytt, yta) as well as to connect with underlying event

221



Fig. 1. MB angular correlations. The four panels on the left are for low multiplicity

and the four panels on the right for high multiplicity events. In each group the

upper left quadrant shows the model, the upper right quadrant shows the data and

the lower left shows the residuals. In the lower right quadrant the 1D Gaussian

and HBT/e+e− model components have been removed leaving the dijet and non-jet

quadrupole components.

Fig. 2. The left panel shows the volume of the same-side 2D Gaussian (VSS2D)

and the away-side dipole amplitude, both scaled by nch/ns. The away-side dipole

amplitude has been adjusted by subtracting AD0 to account for global transverse

momentum conservation. nch and ns are the total multiplicity and soft compo-

nent of the multiplicity within the acceptance, ∆η. The right panel is the nonjet

quadrupole amplitude, AQ, also scaled by nch/ns. We observe that nch times each

dijet component amplitude is proportional to n2
s while nchAQ is proportional to

n3
s.
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(UE) studies. Here ytt is yt of the trigger and yta is yt of the associated

particle. For a MB analysis we take the track with the highest yt in the

event as the trigger, all other tracks are associated. Thus we accept all

pairs from all jets in the analysis. A useful constraint on the 2D TA model

is that the projection onto the associated particle axis is the 1D single-

particle spectrum minus the trigger spectrum.

The trigger particle may be from an event with no hard component (no

dijet in the acceptance) in which case the spectrum is derived from the soft

component only. If the event has a hard component (at least one jet) then

the trigger can be due to the soft or hard component depending on which

produced the highest yt particle of the event. The void probability G is in

either case the probability that no particle appears above ytt.

ρtrig(ytt, nch) =Ps(nch)Gs(ytt, nch)So(ytt)+ (2)

Ph(nch)Gh(ytt, nch)Fh(ytt),

where

Fh(ytt, nch) = p′s(nch)S0(ytt) + p′h(nch)H0(ytt) , (3)

Ps and Ph ≡ (1 − Ps) are probabilities for soft and hard events, p′s and p′h
are the soft and hard probabilities given that there is a hard component,

Gs and Gh are the void probabilities and S0 and H0 are the soft and hard

components of the 1D TCM. All functions and probabilities are taken from

the 1D TCM and the predicted trigger spectra are in excellent agreement

with the measured trigger spectra.

The 2D TA distribution

F (yta, ytt, nch) = T (ytt)A(yta|ytt) , (4)

is the joint probability of a trigger, T (ytt), and an associated particle,

A(yta|ytt), where A is the conditional probability of an associated parti-

cle being emitted at yta in an event with trigger ytt. We combine soft and

hard components for F according to the 1D TCM. Complete details are

given in Ref. [7].

In the previous paragraphs we have sketched how we extend a 1D TCM

spectrum model of proton-proton collisions to a 2D TA model. In Fig. 3

we compare the measured correlations (left panel) with the model (middle

panel). These are for multiplicity bin 3 but other multiplicity bins show sim-

ilar agreement. The yt,trig axis of these panels reflect the trigger spectrum.

We are interested in the associated spectrum which we get by dividing the

2D TA correlations by the 1D trigger spectrum, A ≡ F/T . The third panel

of Fig. 3 is the ratio of data and TA model for A. The soft component is

described very well (ratio ≈ 1) for yta < 2.5. We subtract the TCM model

soft component from the data to reveal the data hard component in detail.
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Fig. 3. The left panel contains TA correlations, the middle panel is the TA model

based on the 1D spectrum TCM. The right panel is the data to TA model ratio

of the associated spectrum (A) showing that the soft component is described very

well (ratio ≈ 1) by the TA model for yta < 2.5. These are for multiplicity bin 3,

the other multiplicity bins are equally well described.

5. Hard component of A

In Sec. 4 we discussed an extension of the 1D TCM spectrum model

to 2D in order to describe MB TA correlations and we showed this accu-

rately described the trigger spectrum and the soft part of the associated

spectrum. This enables us to isolate the associated hard component of

data by subtracting the model soft component. In Fig. 4 we show the hard

component for like-sign and unlike-sign pairs in the toward (∆φ ≤ π/3),

trans (π/3 < ∆φ ≤ 2π/3) and away (2π/3 < ∆φ) regions. In UE stud-

ies the toward and away regions are usually assumed to be dominated by

jets and the trans to be dominated by the UE. While the trans may have

fewer jet-related particles than toward and away there are still a significant

number that can’t be ignored. The toward region shows a charge-ordering

effect with more unlike-sign pairs than like-sign pairs [3]. The away-side is

charge independent and the associated particles extend to lower yt than the

same-side. This can be understood as due to the initial kt, for back to back

particles of equal yt one will be boosted to higher energy and become the

trigger while the other will be reduced in energy.

6. Summary

We have analyzed a very clean sample of 200 GeV proton-proton colli-

sions. To understand the data we reviewed the characteristics of the soft

and hard components of the TCM developed to understand 1D yt spectra.

Then we extracted jet-like components and a non-jet quadrupole from the

2D angular correlations on (η∆, φ∆). We showed the non-jet quadrupole
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Fig. 4. Upper row are like-sign pairs of the hard component of the TA correlations.

Lower row are unlike-sign pairs. Left column is toward (∆φ ≤ π/3), middle is

trans (π/3 < ∆φ ≤ 2π/3) and right is away (2π/3 < ∆φ). Toward shows charge

ordering while the away is charge independent. There is a significant jet-related

yield in trans.

may have the same origin in proton-proton collisions as it does in A-A colli-

sions. We did a MB TA analysis where the highest yt in the event is taken to

be the trigger. To understand this we extended the TCM to a 2D TA model

which describes the trigger spectrum and soft component of the data very

well. Subtracting the TA model soft component we see that the remaining

hard component exhibits charge ordering for the toward region but not the

away region, as expected for jets. The trans region exhibits a significant jet

structure.
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BSM searches in multi-objects final states in ATLAS

Thijs Cornelissen†

Bergische Universität Wuppertal, Wuppertal, Germany

Recent results on searches for new physics from Run 1 of the Large
Hadron Collider are reported. The ATLAS experiment has already col-
lected more than 20 fb−1 of integrated luminosity, allowing for a large
number of new phenomena searches in many different final states. No devi-
ations from the Standard Model expectations are found, and corresponding
constraints on physics beyond the Standard Model are obtained.

1. Introduction

The Standard Model (SM) of particle physics is regarded as a highly suc-

cessful theory. It provides a description of matter and forces in our universe.

The predictions made by the SM have been verified by many experiments to

date and so far no discrepancies have been found. In particular the recent

discovery of a Higgs-like boson fits very well in the SM framework. However

the SM is not a complete theory as it leaves several questions unanswered,

e.g. the nature of dark matter, and the origin of the light Higgs mass. There

are many new theories that attempt to address these issues, which are col-

lectively called ‘physics beyond the SM’ (BSM). In this contribution, some

of the most important searches for new physics at the ATLAS experiment

[1] are summarized. The references to the relevant theory papers can be

found in the corresponding ATLAS publications.

2. Exotic Phenomena Searches

The exotic searches in ATLAS cover a wide range of signatures and

models by looking at various final states. We provide the limits in a model

independent way on the visible production cross-section of the new physics

processes, and translate them into limits on the particle masses in various

new physics models.

†
On behalf of the ATLAS collaboration
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2.1. Search for heavy resonances decaying into semi-leptonic tt̄ pairs
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Fig. 1. The tt̄ invariant mass spectrum,

summing the spectra from the electron

and muon channels and the two selection

methods. The shaded areas indicate the

total systematic uncertainties [2].

In this search [2], two event

topologies were tested. In highly

boosted events, the decay products

of the hadronically decaying top

quark are expected to be collimated

so that they all fall within a sin-

gle ‘fat’ jet (R = 1.0). Such events

should also contain one small jet (R

= 0.4) close to the lepton, at least

one small jet tagged as b-quark and

sizable Emiss
T . Further acceptance

is gained by considering in addition

the resolved event topology, that

consists of four small jets (or three

small jets if one of them has mass

greater than 60 GeV), one of which

is tagged as originating from a b-
quark, a lepton and sizable Emiss

T .

In both cases the invariant mass of the top pair is used as a discriminant

(Fig. 1). In the boosted case, the longitudinal neutrino momentum pz is

obtained by imposing an on-shell mass of the leptonically decaying W boson

candidate, whereas in the resolved case a χ2 function is constructed to cal-

culate the pz and assign the jets to the top quarks. This search results in the

exclusion of a leptophobic topcolor Z ′ boson [3] (assuming Γ/m = 1.2%),
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Fig. 2. Observed and expected upper cross section limits times the tt̄ branching

ratio on Z ′ bosons (left) and Kaluza-Klein gluons (right). The resolved and the

boosted selections have been combined in the estimation of the limits. Both sys-

tematic and statistical uncertainties are included [2].
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and a Kaluza-Klein gluon [4] (assuming Γ/m = 15.3%), in the mass ranges

0.5 TeV < mZ′ < 1.8 TeV and 0.5 TeV < mgKK
< 2.0 TeV (Fig. 2).

2.2. Search for vector-like quarks
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Fig. 3. Comparison between data and

simulation for HT in the combined e+jets

and µ+jets channels with ≥ 6 jets and ≥
4 b tags. Also shown is the expected t′t̄′

signal corresponding to mt′=600 GeV in

the t′ doublet scenario. The shaded area

represents the total post-fit background

uncertainty [7].

Vector-like quarks are postu-

lated by some models addressing

the hierarchy problem, such as Lit-

tle Higgs models and extra dimen-

sion models. The name refers to the

feature that both chiralities trans-

form in the same way under the

weak symmetry group, which im-

plies that they have no Yukawa cou-

pling to the SM Higgs field.

The existence of the vector-like

quarks would cause the cancellation

of the quadratic divergences of the

Higgs mass in the top loop. Vector-

like quarks can appear with the SM

charges (2/3, -1/3) or with exotic

charges +5/3 and -4/3. They can

form weak-isospin singlets, doublets

and triplets. Pair production of

these top partners is independent of

their coupling to SM quarks.

The final states are expected to

include third generation particles.

The signatures investigated by AT-

LAS include T → Wb [5], T → Zt
[6], T → Ht [7], and same-sign

dileptons [8] (from the decay T+

5/3
→

W+t → W+W+b). The Ht analysis requires a lepton, at least six jets of

which at least two are b-tagged, and missing transverse energy. The discrim-

inant variable used is the total transverse energy HT =
∑

j pj
T +pl

T +Emiss
T ,

which is shown in Fig. 3. The combined limits on the masses of vector-like

T quarks are shown in Fig. 4.

3. Supersymmetry Searches

Supersymmetry (SUSY) is one of the most favored theories for physics

beyond the SM. The theory introduces new particles (sparticles) for each
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Fig. 4. Exclusion area in the branching ratio plane for individual signal mass point

of vector-like T quarks [9].

SM particle that differ in spin by 1/2 from their SM counterparts. A new

kind of symmetry called R-parity (R = (−1)3(B−L)+2S) is an important

part of many SUSY models. In R-parity conserving (RPC) scenarios, the

sparticles are produced in pairs and the lightest SUSY particle (LSP) is

stable and weakly interacting. In a large variety of models the LSP is the

lightest neutralino (χ̃0
1), which escapes detection in the detector and leads

to missing transverse energy Emiss
T . In R-parity violating (RPV) models,

the LSP is no longer stable and decays into SM particles. The analyses

presented here are studied in the context of both RPC and RPV scenarios.

3.1. Search for gluino mediated stop/sbottom production

The mixing between the squark eigenstates may be large for the third

generation, leading to masses for the stop and sbottom eigenstates that

are much lighter than for the other squarks. As a consequence, stops and

sbottoms could be produced with relatively large cross-sections at the LHC,

either directly in pairs, or through g̃g̃ production followed by g̃ → bb̃ or

g̃ → tt̃ decays. These models are probed by requiring zero or one lepton,

at least three b-tagged jets, and missing energy [10]. The list of selection

variables used includes the inclusive effective mass mincl
eff

, defined as the

scalar sum of the Emiss
T and the pT of all jets with pT > 30 GeV. In the 1-

lepton channel, the pT of the leading lepton and the transverse mass mT =
√

2pT Emiss
T (1 − cos ∆φ(l, Emiss

T )) are also used. Figure 5 shows the effective

mass distributions as well as the limits on the χ̃0
1 and g̃ masses in the so-

called Gtt model, where g̃ → ttχ̃0
1 via an off-shell stop.
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Fig. 5. (Left) The distribution of the inclusive effective mass for the baseline selec-

tion in the 1-lepton channel and after requiring mT > 100 GeV, as observed in data

together with the background prediction from the matrix method. The prediction

for one signal point from the Gtt model is overlaid. (Right) Expected and observed

exclusion limits in the (mg̃, mχ̃0

1

) plane for the Gtt model [10].

3.2. Gluino pair production with many jets

The gluino pairs produced in RPC models may lead to cascade decays

with many jets in the final state, e.g. g̃ → q̄+q̃ → q̄+q′+χ̃±
1 → q̄+q′+W+χ̃0

1

(the ‘gluino-squark model’). The search in Ref. [11] requires a large number

(between 7 and 10) of jets, missing energy, as well as a veto against isolated

leptons. Different signal regions are defined, e.g. requiring different number

of b-tags, to provide sensitivity to models that predict either more or fewer

b-jets than the SM background. A complementary set of signal regions

clusters the ‘standard’ R=0.4 jets into large (R=1.0) composite jets, with

cuts being placed on the scalar sum of masses of the composite jets. In

all signal regions the final selection is Emiss
T /

√
HT > 4 GeV1/2, where HT

is the scalar sum of transverse momenta of all jets with pT > 40 GeV

and |η| < 2.8. This selection variable has the property that its shape is

approximately independent of the number of jets, thus the SM multijet

background can be estimated from the lower jet multiplicity bins which are

free of signal. Figure 6 shows the Emiss
T /

√
HT distribution for one of the

signal regions, as well as the combined limits on the χ̃0
1 and g̃ masses.

3.3. RPV decays with large jet multiplicities

In the context of RPV SUSY, both the gluino and neutralino can play

the role of LSP. When they undergo decays with non-zero couplings of

superfields of the type λ′′
ijkUiDjDk, the result would be 6-quark or 10-

231



1
/2

E
v
e
n
ts

 /
 4

 G
e
V

­210

­110

1

10

210

3
10

410

5
10

6
10

Data

Total background

Multi­jets

 ql,ll→ tt
Single top

+W, Ztt

 + b­jetsν l→W

 + light jetsν l→W

, ll + jetsνν →Z 

]:[900,150] [GeV]
1

0
χ∼,g~[

ATLAS

=8 TeVs, ­1L dt = 20.3 fb∫
 50 GeV≥ 

T
 10 jets, p≥

 420 GeV≥ Σ
JM

]1/2 [GeV
T

H/miss

T
E

0 2 4 6 8 10 12 14 16

D
a

ta
/P

re
d

ic
ti
o

n

0
0.5

1
1.5

2

) [GeV]g~m(

400 500 600 700 800 900 1000 1100 1200

) 
[G

e
V

]
0 1

χ∼
m

(
0

100

200

300

400

500

600

700

800

900
)]/2

0

1
χ∼)+m(g~)=[m(

±

1
χ∼; m(

0

1
χ∼ qqW→g~, g~-g~

-1
L dt = 20.3 fb∫

Multijet Combined

ATLAS

)expσ1 ±Expected limit (

)
theory

SUSY
σ1 ±Observed limit (

)0

1χ∼

)<
m

(

g~
m

(

Fig. 6. (Left) Emiss
T /

√
HT distribution for the signal region requiring at least 10

jets, and a scalar sum of composite jet masses larger than 420 GeV. Also shown

is the expected signal corresponding to mg̃ = 900 GeV and mχ̃0

1

= 150 GeV, with

g̃ → t+ t̄+χ̃0
1. (Right) 95% CL exclusion curve for the simplified gluino-squark (via

χ̃±

1 ) model, for fixed x = 1/2, where x = (mχ̃
±

1

− mχ̃0

1

)/(mg̃ − mχ̃0

1

), and varying

χ̃0
1 mass [11].

quark final states. Evidence of multijet events is probed by counting the

number of high transverse momentum (at least 80 GeV) 6-jet and 7-jet

events, with various b-tagging requirements added to enhance the sensitivity

to couplings that favour decays to third generation quarks [12]. The number

of jets, the pT cut that is used to select jets, and the number of b-tags are

optimised separately for each signal model taking into account experimental

and theoretical uncertainties. The background yield in each of the signal

regions is estimated by using a signal-depleted control region in data and

then projecting into the signal region using a factor that is determined from

multi-jet simulation. The distribution for one of the signal regions (6-jet)

is shown in Fig. 7. No excess above SM background is seen and results are

interpreted for all possible RPV branching fractions of gluino decays in the

considered quark models. Figure 7 shows the obtained cross-section limits

in one of the 6-quark models.

3.4. Search for long lived particles with displaced vertices

Several extensions to the SM posit the existence of heavy particles with

lifetimes that can vary from picoseconds to nanoseconds. The decays of such

particles form a unique signature of vertices that are displaced from the pp
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Fig. 7. (Left) The number of observed events with ≥6 jets is compared with two

signal models, and with expectations that are determined by using Pythia to project

the number of observed events from low-jet multiplicity control regions. In the ratio

plots the green bands convey the background systematic uncertainties. (Right)

Expected and observed cross-section limits for the 6-quark gluino model where

every gluino decays into a b-quark in the final state [12].

interaction point. Such a search for the decay of a heavy particle, producing

a multi-track vertex that contains a high pT muon, at a distance between

0.4 cm to 18 cm from the pp interaction point has been carried out [13]. To

reduce the background from hadronic interactions, the vertex is searched

in a low density material region. The total background contribution is

estimated to be very small (0.02±0.02). No candidate events are observed

in the data and the results are translated into limits in the context of a

RPV scenario as shown in Fig. 8. The limits are reported as a function of

the neutralino lifetime and for a range of neutralino masses and velocities.

Branching ratios of 50% and 100% for the decay chain from squarks to

neutralinos to muon-plus-quarks are considered.

4. Conclusions

The ATLAS experiment has carried out extensive studies in the search

for physics beyond the Standard Model. So far, no evidence for new physics

has been found. The investigation of the 7 and 8 TeV data continues, while

the data from the upcoming LHC Run 2 will greatly extend the discovery

reach of many analyses presented here.
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Fig. 8. (Left) Vertex mass vs track multiplicity for reconstructed displaced vertices

in non-material regions, where all event, muon, and vertex selection requirements

are satisfied. (Right) Upper limits at 95% CL on sigma vs neutralino lifetime for

different combinations of squark and neutralino masses, based on the observation

of zero events satisfying all criteria in a 20.3 fb−1 data sample, for the case where

the branching ratio for the decay chain from squark to neutralino to muon-plus-jets

is 100% [13].

References

[1] ATLAS Collaboration, J. Inst. 3, S08003 (2008).

[2] ATLAS Collaboration, ATLAS-CONF-2013-052.

[3] R. M. Harris and S. Jain, Eur. Phys. J. C 72, 2072 (2012).

[4] B. Lillie, L. Randall, and L.T. Wang, J. High Energy Phys. 09, 074 (2007).

[5] ATLAS Collaboration, ATLAS-CONF-2013-060.

[6] ATLAS Collaboration, ATLAS-CONF-2013-056.

[7] ATLAS Collaboration, ATLAS-CONF-2013-018.

[8] ATLAS Collaboration, ATLAS-CONF-2013-051.

[9] ATLAS Collaboration, https://twiki.cern.ch/twiki/pub/AtlasPublic/
CombinedSummaryPlots/ATLAS_VLQ_TT_june2013_step4.png.

[10] ATLAS Collaboration, ATLAS-CONF-2013-061.

[11] ATLAS Collaboration, J. High Energy Phys. 10, 130 (2013).

[12] ATLAS Collaboration, ATLAS-CONF-2013-091.

[13] ATLAS Collaboration, ATLAS-CONF-2013-092.

234



Physics implications of correlation data from the RHIC
and LHC heavy-ion programs

R. L. Ray

Department of Physics, University of Texas at Austin, Austin, TX 78712 USA

Two-dimensional angular correlation data from the STAR experiment
at RHIC and from the LHC experiments provide critical information about
dynamical processes in relativistic heavy-ion collisions. The principal cor-
relation structures of interest are a broad jet-related peak at small relative
azimuth (φ) extending to large relative pseudorapidity (η), the dijet ridge
at large relative azimuth, and an independent double ridge on φ represented
by a quadrupole function. The broad peak at small relative azimuth has
been attributed, in large part, to initial-state fluctuations and hydrody-
namic flow which produce higher-order harmonics on φ. That conjecture
is challenged in this paper. It is shown that the net effect of additional
higher harmonic model elements is to describe small, non-Gaussian (NG)
shapes in the broad jet-related peak. The quadrupole correlation, which is
also conventionally attributed to hydrodynamic flow, is considered within
the Balitsky - Fadin - Kuraev - Lipatov (BFKL) Pomeron framework. Pre-
liminary results using this model for the quadrupole correlation for particle
production from 200 GeV p + p collisions are shown to be consistent with
recent data from STAR.

1. Introduction

One of the more interesting observations to emerge from the study of

two-particle angular correlation data from heavy-ion collisions at the RHIC

and the LHC is the appearance of a two-dimensional (2D) peak at small

relative azimuth (same-side φ) which significantly increases in amplitude

and in width along relative pseudorapidity for more-central collisions [1–4].

For minimum-bias p+p collisions and for Au+Au collisions from peripheral

to mid-centrality (50% of fractional cross section) at RHIC this correlation

peak structure is consistent with perturbative quantum chromodynamics

(pQCD) predictions for minimum-bias jets (those with no lower momentum

cut) assuming binary nucleon-nucleon collision scaling [2, 5, 6]. The dynam-

ical origin of the same-side peak for more-central collisions is not known.

Alver and Roland [7] conjectured that the η-elongation is caused by triangu-

235



lar flow, a cos 3(φ1−φ2) element or sextupole. Critical evaluations [2, 8–10]

show that this sextupole is determined by the multipole decomposition of

the azimuth projection of the same-side 2D peak, implying that the sex-

tupole derives from that structure rather than from some other aspect of

the data.

Another long-range η correlation is the quadrupole, a cos 2(φ1 −φ2) ele-

ment, proportional to v2
2 and conventionally attributed to elliptic flow. How-

ever, the simultaneous occurrence of pQCD minijets and large quadrupole

in peripheral to mid-central 200 GeV Au+Au correlation data [2] calls

into question the notion of a strongly interacting medium. Analysis of the

quadrupole correlation systematics with respect to collision energy, trans-

verse momentum (pt), and centrality shows that its amplitude scales with

the number of binary nucleon-nucleon collisions, log(
√

s) and eccentricity

implying that the quadrupole is generated in the initial state rather than

via final-state scattering. The properties of the same-side 2D peak and the

quadrupole correlation lead to a general consideration of long-range pseudo-

rapidity correlations from heavy-ion collisions and the possibility that these

structures can be understood within a pQCD framework.

2. Analysis method

For the correlations shown here sibling pairs (those from the same event)

and mixed-event pair histograms for all charged particles in the STAR TPC

acceptance (pt > 0.15 GeV/c, |η| < 1 and 2π azimuth) are filled on relative

azimuth φ∆ = φ1 − φ2 and pseudorapidity η∆ = η1 − η2. There is no

“trigger” particle; all pairs are used. A per-particle normalization is used

which eliminates the trivial combinatoric 1/Nch dependence. The measured

quantity reported in [2] is

∆ρ√
ρref

≡ √
ρref

ρsib − ρmix

ρmix

, (1)

where
√

ρref = d2Nch/dηdφ is the single charged particle density.

The principal correlation structures are well described with a same-side

2D Gaussian, an away-side (|φ∆| > π/2) dipole, a quadrupole, and a same-

side 2D exponential which describes conversion electrons and quantum cor-

relations. The standard fitting model is defined in [2, 8]. No additional

model elements are required to describe the minimum-bias pt-integral 2D

angular correlation data from STAR. An added sextupole term would have

the form 2AS cos(3φ∆).
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Fig. 1. (Color online) Multipoles from fits to the 200 GeV Au+Au 9-18% centrality

data [2] showing: (a) Fitted dipole + quadrupole. (b) Fitted dipole + quadrupole

+ sextupole. (c) Difference (b) - (a).

3. Same-side 2D peak results

The standard model function accurately describes the η∆-independent

structure in the away-side correlation data [1, 2]. Including a sextupole

forces the dipole and quadrupole terms to adjust to maintain a good fit.

The net difference is shown in Fig. 1 for model fits to more-central Au+Au

correlation data. The right-most panel shows the quantity [A′
D

cos(φ∆ −
π)/2 + 2A′

Q
cos(2φ∆) + 2A′

S
cos(3φ∆) − AD cos(φ∆ − π)/2− 2AQ cos(2φ∆)]

where primes indicate fitting parameters obtained with an included sex-

tupole. The net structural difference is a narrow, same-side 1D peak (effec-

tive ridge) on azimuth [2, 8–10] which is accurately represented as a periodic

1D Gaussian. Fitting the data with an added sextupole element is statisti-

cally equivalent to fitting the data with an additional 1D same-side azimuth

Gaussian (SSG) whose width is approximately 0.7.

The combination of an azimuth ridge and a 2D Gaussian produces a

NG 2D peak. Projections of the same-side correlation data onto η∆ are

consistent with a 1D Gaussian within statistics. However, including small

NG dependence improves the χ2 [8]. Two-dimensional NG fitting models [8]

are therefore considered further. NG modifications to the standard fitting

model included: (i) replacing both exponents in the SS 2D Gaussian with fit

parameters; (ii) replacing the η∆-dependent Gaussian with a power series

through terms of order η4
∆; (iii) same as (ii) but allowing the exponent of

the φ∆-dependent Gaussian to vary; (iv) adding quartic η4
∆

and φ4
∆

terms in

the argument of the exponential. The functional forms are given in [8] . The

sextupole term was excluded from fits which included these NG functions.

These five NG fitting models plus the standard model function with and

without the sextupole were used to fit the angular correlation data for 200

GeV minimum-bias Au+Au collisions from STAR [2]. The best-fit values
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Fig. 2. (Color online) Differences between the χ2/DoF for the six NG models and

the standard model function versus centrality. Lines connect corresponding model

results. The symbols denote each model as follows (see Ref. [8]): (1) black stars,

standard, (2) solid blue circles, sextupole, (3) solid red squares, SSG, (4) solid

green triangles, NG exponents, (5) solid magenta diamonds, η∆ polynomial, (6)

solid purple “plus” symbols, η∆ polynomial with NG φ∆ exponent, (7) open cyan

triangles, quartic.

of χ2 per degree-of-freedom (DoF) for all models and collision centralities

are plotted in Fig. 2. Centrality is represented by the fraction of total cross

section σ/σtot, where results for peripheral collisions are shown on the left-

hand side. From these results we find that all of the NG models reduce

the χ2/DoF for the mid- to more-central collision data from (1− σ/σtot) =

0.4 to 0.9. The sextupole model is not special in that regard. For the NG

models studied here the quartic model produces the best overall χ2/DoF.

Correlation measurements with higher pt cuts and for the higher collision

energies attained at the LHC [4] provide strong evidence for NG dependence

in the same-side 2D peak. It should not be surprising if a small NG depen-

dence exists for same-side pt-integral correlations at RHIC energies. Such

occurrence would not exclude the possibility that the same-side correlation

peak is dominated by pQCD jets with modified fragmentation [5, 6, 11].

While none of the NG fitting models considered here are excluded, it seems

more plausible for possible NG structure in these data to originate locally

in relative azimuth rather than arising from the combination of a same-side

peaked structure with global angle correlations, such as m > 2 harmonics.
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4. Perturbative QCD models of the quadrupole correlation

The scaling properties of the quadrupole correlation suggest that it may

originate in the initial state via pQCD processes. Several authors recently

presented pQCD based models in which a quadrupole correlation is gener-

ated by coherent gluon radiation from either BFKL Pomeron ladders [12],

color dipoles [13], or glasma [14]. Reference [12] provides explicit calcula-

tions which facilitate comparisons to data. Results from that paper are used

here.

In Ref. [12] the BFKL-Pomeron diagram in Fig. 3 results in quantum

interference among the outgoing gluons such that the singles distribution

contains a term proportional to cos 2φ where φ is measured relative to the

N-N Pomeron momentum transfer ~QT . The two-gluon density is

dσ

dy1dy2d2pt1d2pt2

= N
(

1 +
1

2
p2

t1p
2
t2〈〈Q4

T 〉〉〈q−4〉2(2 + cos 2φ∆)

)

, (2)

where N is proportional to the product of the single gluon distributions

times the probability N2
IPh(Q2

T ) of producing a two-Pomeron parton shower

in a hadron-hadron collision. The momentum integrals were estimated in

Ref. [12] assuming a gluon saturation model with saturation scale Q2
S , how-

ever, the unknown probability N2
IPh(Q2

T ) was not estimated.

Each parton shower is assumed to produce a Poisson distribution with

an average charged particle multiplicity N̄ch equal to the minimum-bias

average multiplicity [12] which is 2.5/∆η for p + p at
√

s = 200 GeV [15].

The relative probability that each p+p collision in a minimum-bias ensemble

produces 1, 2, etc. parton showers is defined in this paper as Pn, n ∈
[1, 2, · · · ]. In addition there is a finite probability of producing a hard-

scattering process [15] in each p + p collision. These factors were combined

in a model of the minimum-bias p + p multiplicity frequency distribution,

where the data are described with a negative binomial distribution (NBD).

Fits to the latter provide estimates of Pn.

The hard-scattering component of multiplicity in minimum-bias p + p
collisions at 200 GeV was studied in [15]. Defining the soft and hard particle

multiplicities as ns and nh, where the total charged particle multiplicity

nch = ns + nh, it was found that

nh/ns = αnch , (3)

where α = 0.005 and

nh = αn2
s/(1 − αns). (4)

The frequency distribution on ns in this model is
∑

n=1
PnP(ns, nN̄ch) where

P(x, x̄) is the Poisson distribution on x for mean x̄. The hard component

239



Fig. 3. BFKL Pomeron diagrams with interfering gluon emission [12].
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distribution depends on ns and is proportional to P(nh, αn2
s/(1−αns)). The

joint probability distribution on total charge nch is

1

Nevent

dNevent

dnch

=
∑

ns

P(nch − ns, αn2
s/(1 − αns))

∑

n=1

PnP(ns, nN̄ch).(5)

Fits to the data, shown in the left panel of Fig. 4, obtain P1 = 0.91, P2 =

0.09 and Pn>2 = 0 for the minimum-bias average. The NBD representation

of the data is shown by the upper solid curve. Distributions for one-Pomeron

shower, one-Pomeron shower plus hard component, and the one- and two-

Pomeron showers plus hard component fit are shown by the lower solid

curve, lower dashed curve and upper dashed curve, respectively. The one-

Pomeron (dashed) and two-Pomeron (solid) probabilities as a function of

nch are shown in the right-hand panel of Fig. 4.
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The minimum-bias average quadrupole amplitude from Ref. [12] is

AQ =
N̄ch

2π∆η

P2

P1 + 4P2

〈p2
t 〉2〈〈Q4

T 〉〉〈q−4〉2 , (6)

for p+p collisions where only one- or two-Pomeron showers occur. Mean p2
t

was estimated from spectrum data and equals 0.19 (GeV/c)2. The momen-

tum integrals were estimated in Ref. [12] as Q−4

S in the fully saturated limit

and as m4/(15Q8
S) in the semi-saturated domain where Q2

S is assumed to be

0.6 (GeV/c)2 and the dipole cut-off mass m2 was assumed to be between 0.8

and 1.6 GeV2. The quadrupole amplitude is predicted to be between 0.0003

and 0.003 [16] depending on the assumed gluon saturation model. The

measured 200 GeV p + p minimum-bias quadrupole reported by the STAR

experiment at this conference [17] is 0.002 corresponding to azimuth asym-

metry parameter v2 = 0.072, a large value compared to typical pt-integral

v2 values for Au+Au collisions.

The nch-dependent quadrupole amplitude is similarly predicted to be

AQ = P2(nch)
nch − 1

8π∆η
〈p2

t 〉2〈〈Q4
T 〉〉〈q−4〉2 . (7)

The BFKL predicted quadrupole amplitude should increase with event mul-

tiplicity owing to the increasing 2-Pomeron probability shown in Fig. 4.

Application of this model to proton + nucleus and nucleus + nucleus

collisions can be done assuming a Glauber superposition approach. The

total number of correlated pairs in quantity ∆ρ for the quadrupole structure

is an incoherent sum of those corresponding pairs from each nucleon +

nucleon collision. If individual 2-Pomeron momentum transfer vectors ~QT

are aligned via the initial overlap geometry of the colliding ions, then the

total p+A and A+A quadrupole amplitudes will be further enhanced.

5. Summary and Conclusions

The physics implications of two-particle angular correlations from the

RHIC and the LHC heavy-ion programs are intriguing. Most of the cur-

rent interest concerns two major structures − a jet related peak with its

accompanying away-side dijet ridge, and a quadrupole. Recent descriptions

of the 2D angular correlation data, which are motivated by flow models,

invoke higher harmonics (m > 2) to describe these data. In this work and

in Ref. [8] it was shown that the net effect of the m > 2 multipoles is to pro-

duce small, marginally significant NG dependence in the same-side peak’s

η∆-dependent structure. In my opinion the present results motivate a study

of NG structure in the same-side 2D peak based on the fragmentation of

minimum-bias jets in heavy-ion collisions.
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The simultaneous appearance of approximately unperturbed minijets

and large quadrupole correlations combined with the latter’s initial-state

scaling properties suggest that an underlying pQCD mechanism may be

responsible for the quadrupole correlation. The BFKL Pomeron model of

Levin and Rezaeian [12] was shown to provide a predicted magnitude for

200 GeV minimum-bias p + p collisions which is in reasonable agreement

with recent STAR data.
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The Relativistic Heavy Ion Collider (RHIC) has opened a new era
in experimental nuclear physics. Among the most important discoveries
of this new era are the jet quenching phenomenon, the energy loss suf-
fered by a hard scattered parton traversing the medium, and the collective
flow, approaching the limit of ideal hydrodynamics. RHIC experiments
have introduced a number of novel correlation methods for studies of jets
and jet-medium interactions in the high multiplicity environment of ultra-
relativistic heavy ion collisions. The di- and multi-hadron correlation tech-
niques have since been quintessential to the understanding of the properties
of the created medium in many complementary ways. In this work selected
recent results are presented for the RHIC’s top energy collisions at 200 GeV.
Di-hadron correlation measurements from Au–Au collisions, illuminating
the properties of the hot nuclear medium, are confronted with the recent
findings from d–Au data at the same energy. Understanding of initial state
properties and collision evolution is tested by unexpected similarities in the
di-hadron correlation measurements between the two systems.

1. Introduction

Quantum Chromodynamics (QCD) predicts a transition from ordinary

(hadronic) matter to a deconfined state of quarks and gluons, the Quark

Gluon Plasma (QGP), at sufficiently high energy densities. The RHIC facil-

ity was originally conceived as a heavy ion collider dedicated to production

and experimental studies of such deconfied state of matter. Within the first

few years of RHIC experimental operations a number of discoveries, both

expected and unexpected, has been made, advancing our understanding of

QCD. For obvious reasons, the QGP phase could not be studied directly,

but most of its properties have to be inferred from the final state observ-

ables. There is, perhaps, no single experimental measurement that could

undoubtedly prove the creation of a deconfined matter in heavy ion colli-

sions; nevertheless mounting amount of evidence supports the discovery of

the partonic medium with “Perfect Liquid” properties [1]. In recent years,
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the RHIC physics program has evolved in a number of different directions.

The polarized pp collisions at 200 and 500 GeV provided a new ground for

studies of nucleon spin structure. Flexibility of the collider facility has al-

lowed a change of the center-of-mass energies of the delivered ion beams by

more than an order of magnitude, leading to the successful start of the Beam

Energy Scan (BES) program. This ongoing program carries out systematic

studies of the QCD phase diagram in search for the tri-critical point on the

phase boundary [2] and the on-set of deconfinement. At the higher end of

RHIC energies the systematic studies of the QGP medium are continuing

with new beam species. The p, d, Cu, Au, and U beams, delivered by RHIC

facility, have allowed studies of the system size and initial state geometry

effects on medium properties.

The discovery of jet-quenching effect has brought new attention to the

hard sector probes, that were traditionally not a focus for nuclear experi-

ments. Physics interest in rare processes (high transverse momentum (pT )

particles, jets, heavy flavor hadrons) put new demands on both the collider

facility, reaching for higher integrated luminosities, and the experiments,

putting forward suitable detector upgrades to advance such measurements.

Of the original four, there are two experimental collaborations contin-

uing operations at RHIC: PHENIX [3] and STAR [4]. Each of the two

detectors consists of multiple sub-systems that allow to study a variety of

physics observables simultaneously. The main parts of the PHENIX detec-

tor include Drift, Pad, and Time-Extension Chambers; RICH detector and

Electro-Magnetic Calorimeters. These collectively called ”Central Arms”

detectors provide tracking and particle identification at mid-rapidity within

two 90-degree-wide azimuthal slices. The total pseudorapidity (η) coverage

of the Central Arms is 0.7 units. Another set of detectors provides the

forward region coverage for PHENIX. The forward Muon Arm Detectors

provide measurements in 1.2 < |η| < 2.2 and 3 < |η| < 4 ranges within

the full azimuth. Additionally, PHENIX experiment has recently installed

a new silicon detector for higher precision reconstruction of primary and

secondary vertices and thus enhancement of PHENIX capabilities for heavy

flavor studies.

The STAR detector set-up has a distinctly different layout and accep-

tance. The main workhorse of STAR is a large gas-filled Time Projection

Chamber, that provides mid-rapidity tracking, momentum measurements

and particle identification capabilities across full azimuth with a uniform

acceptance in |η| < 1. The Electro-Magnetic Calorimeters (EMC) com-

pliment charged particle measurements, provided by the TPC, and cover

pseudorapidity range of −1 < η < 4. The EMC measurements and trigger-

ing capabilities greatly enhance the hard sector studies for STAR. Recently

added Muon Telescope detector and the ongoing Heavy Flavor tracking up-
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grade will substantially advance the heavy flavor studies in the near future.

Both experiments have dedicated significant efforts to systematic stud-

ies of medium properties and jet-medium interactions via di-hadron cor-

relations. In this report recent results from correlation measurements in

Au–Au collisions at 200 GeV assessing the systematic trends of azimuthal

anisotropies in heavy ion events are presented. These results are put in the

context with a new and surprising observation of similar correlation struc-

tures from d–Au data at the same energy. Until recently the d–Au collisions

were mostly sought after to provide a reference measurement for the cold nu-

clear mater effects. Unexpected similarities in di-hadron correlations from

both systems challenge mainstream concepts of the heavy ion physics and

may shed new light on the initial state properties of the collisions studied.

2. Precision studies of medium properties

In the first few years of RHIC operations it has been established ex-

perimentally that the matter created in the high energy Au–Au collisions

is dense, strongly interacting, and exhibiting multiple unusual features.

Among the main findings from this period, summarized in four experimental

“Whitepapers” [5], are strong partonic collectivity of the explosive system

with an unexpectedly short mean free path. The system created in these

collisions was found to be highly opaque to the propagating partons, lead-

ing to the quenching phenomenon at high pT due to in-medium energy loss.

The collective properties of the created medium were evident in the mag-

nitude of the elliptic flow, the second order (elliptical) modulation of the

azimuthal distributions with respect to reaction plane. Strong elliptic flow

has been observed for multiple hadron species, including strange and multi-

strange hadrons. The magnitude of v2, the second coefficient of the Fourier

expansion, was found in a good agreement with the ideal hydrodynamic cal-

culations for the soft sector particles (below 2 GeV/c), yielding the concepts

of medium thermalization (across u, d, s flavors) and “Perfect fluid.” At in-

termediate momenta, the mass-dependent ordering of the identified hadron

v2 was found taken over by the constituent quark scaling behavior – spe-

cific grouping of the observed v2 trends for mesons and baryons separately

– further supporting the partonic collectivity idea.

It has been since realized that the initial state density and/or geometry

fluctuations can leave an imprint on the final state distributions resulting

in significant magnitudes of higher order Fourier terms [6, 7]. This idea has

been confirmed experimentally in the precision measurements of multiple

vn harmonics. Compilation of recent RHIC results from [8] is presented

in Fig. 1. Significant amplitudes of Fourier coefficients up to the 5th or-

der were observed by both STAR [9] and PHENIX [10] experiments. The
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Fig. 1. Transverse momentum dependence of azimuthal anisotropies measured for

charged hadrons by STAR [9] (open symbols) and PHENIX [10] (filled symbols).

The compilation of data and theoretical calculations are from [8].

transverse momentum, energy and centrality dependence of the Fourier har-

monics constrain the shear viscosity over entropy density ratio (η/s) for the

evolving medium. The v2 measurements along, while consistently described

in hydrodynamic calculations with low viscosity values [11], are the least

sensitive to the viscous effects. Different sensitivities of the higher order

terms are illustrated in Fig. 1 by comparing the data with two viscous hy-

drodynamic calculations within IP-Glasma model [8]. Within this model

the RHIC data are found to be best described by the η/s value of 0.12.

3. Di-hadron correlations in the d–Au collisions

The extent of the azimuthal anisotropies observed in heavy ion collisions

goes far beyond the soft sector, the commonly accepted applicability range

of hydrodynamic description. At high-pT these anisotropies are attributed

to the effects of jet quenching, where path-length dependence of the parton

energy loss produces the correlation of the hard-scattering products with the

reaction plane. At RHIC the di-hadron correlation measurements with high-

pT particles (leading hadrons or “triggers”) have become a well-recognized

tool for studies not only of the collective effects but of jet properties and

the jet-medium interactions. However, the interpretation of such di-hadron

correlations in heavy ion collisions is complicated by the variety of corre-
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lated signals, from both soft and hard processes, that could be intertwined

through mutual correlation with reaction plane.
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Fig. 2. Ridge in di-hadron correlations from high multiplicity events. Left: cen-

tral 200 GeV Au–Au collisions from STAR/RHIC experiment. Middle: di-hadron

correlations from high multiplicity pp collisions at 2.76 TeV reported by the CMS

experiment at LHC. Right: di-hadron correlations from high multiplicity p–Pb

collisions at 5.02 TeV measured by CMS/LHC.

To quantify the effects of the medium on propagating partons, the jet-

like correlations from heavy ion collisions are compared with the reference,

created from either pp or d–Au data, where no QGP medium was expected

to be formed. To separate the collective effects, described in previous sec-

tion, the initial analysis of di-hadron correlations in relative azimuth (∆φ)

was later expanded by adding the second dimension on relative pseudora-

pidity (∆η). The first 2D angular correlation data from [12] is shown in

the left panel of Fig. 2. A novel feature, the ridge, discovered for the first

time at RHIC in that study, could be seen in the figure on the near side of

the trigger particle (small ∆φ), extending to large relative pseudorapidities.

The correlation visually splits into a small-angles peak, resembling the jet

structures from the elementary collisions, and a long-range η-independent

part, that has not been seen before. The short-range correlations contain

the majority of jet-related contributions, but also may include HBT effects

and products of resonance decays. The later contributions are expected to

be negligible for high-pT triggers. The ridge-like η-independent part of the

correlated signal was commonly attributed in recent years to the higher or-

der flow harmonics, specifically, the triangular flow v3. New experimental

results from the CMS experiment at LHC have uncovered a similar ridge

structure first in the very-high multiplicity pp collisions at 2.76 TeV [13], see

middle panel of Fig. 2. Last year another ridge discovery has been reported

by CMS Collaboration (Fig. 2, right), this time in high multiplicity p–Pb

data at 5.02 TeV [14], which was also confirmed by ALICE and ATLAS

experiments [15, 16]. The Fourier analysis of the long-range correlations

from the p–Pb data yielded magnitudes for the second and third harmonics

comparable to those measured in Pb–Pb events of similar multiplicity.
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Fig. 3. Azimuthal projections of long-range di-hadron correlations for different mul-

tiplicity classes of 200 GeV d–Au collisions from PHENIX. Mid-rapidity hadrons

with transverse momentum above 1 GeV/c were selected as triggers. The correla-

tions are then constructed with forward (Au-going) hadrons in the rapidity region

of -3.7< η <-3.1. Fourier fits to the data are shown as solid lines.

In light of these discoveries the long-range correlation measurements

were revisited for 200 GeV d–Au collisions with a new larger data set

recorded at RHIC in the year 2008. For the PHENIX experiment, this

new data set has also allowed to take advantage of the newly commis-

sioned Muon Piston detectors, providing charged track measurements at

forward(backward) rapidities at 3.1 < |η| < 3.7 (3.9). The hadrons re-

constructed in the Central Arms and the Muon Piston detectors have an

significant rapidity gap, suppressing the jet-like contributions to the di-

hadron correlations constructed between them. The analysis has been per-

formed for various event multiplicities, and separately for d- and Au-going

directions [17]. In most central (high multiplicity) d–Au events a ridge-like

structure at small ∆φ angles has been reported as shown in Fig. 3, while no

such feature was seen in lower multiplicity events or in the d-going direction.

The STAR experiment is in the process of analyzing the long-range corre-

lations from the new d–Au data as well. At the moment the preliminary

STAR data do not show significant ridge-like yield on the near side of the

trigger hadron [18]. A direct comparison of correlation structures for two
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ics have been carried out, providing experimental constraints on the initial

state properties of the system and the value of shear viscosity over entropy

density ratio for the created medium. Unexpected long-range correlation

structures have been reported by PHENIX experiment in the high multi-

plicity d–Au collisions at 200 GeV. Even more surprisingly, the systematic

trends of the second and third Fourier harmonics extracted from the d–Au

correlation analysis are found similar to those in heavy ion data. Addi-

tional studies are underway to help discriminate between the theoretical

interpretations that are put forward to explain the new phenomenon.
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Wojciech Broniowski1,2, Piotr Bożek2,3
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We review the signatures for the soft collective dynamics in highest-
multiplicity ultrarelativistic p-Pb collisions and show that the effects are
well described in a three-stage model, consisting of the event-by-event
Glauber initial conditions, viscous 3+1D hydrodynamics, and statistical
hadronization. In particular, we discuss the ridges in two-particle correla-
tions in the relative azimuth and pseudorapidity, the elliptic and triangular
flow coefficients, and the mass hierarchy of observables sensitive to flow.

1. Introduction

This talk is based on Refs. [1–3], where the details and more complete
lists of references can be found (see also the mini-review [4]). We wish to
address here the most intriguing physics questions concerning the topic:

• Are the highest-multiplicity p-Pb collisions collective?

• What is the nature of the initial state and correlations therein?

• What are the limits in conditions on applicability of hydrodynamics?

Recall that the collective flow is one of the principal signatures of the
strongly-interacting Quark-Gluon Plasma formed in ultra-relativistic A-A
collisions at RHIC and the LHC. It manifests itself in harmonic components
in the momentum spectra vn, in specific structures in the correlation data
(ridges), in mass hierarchy of the pT spectra and vn’s of identified particles,
as well as in certain features of interferometry (femtoscopy). Since 1) the
ridges were found experimentally at the LHC in p-Pb collisions [5], 2) large
elliptic and triangular flow was measured in p-Pb [8], 3) strong mass hier-
archy was recently detected in p-Pb [10], there are clear analogies between
the “collective” A-A system and the “small” p-A system. Below we present
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Fig. 1. Event-by-event distribution of the rms size of the Glauber initial conditions

for the fixed number of participants, Np = 18, for the standard source in p-Pb

(thick solid line) obtained by placing the sources at the centers of participants, the

compact source (dashed line), obtained by placing the sources in the center-of-mass

of the colliding pair [18], and for the peripheral Pb-Pb collisions (thin solid line).

The p-Pb sizes are not more that twice smaller from the Pb-Pb sizes. At the same

time, the p-Pb system is more dense. This allows to analyze the p-Pb system with

viscous hydrodynamics [4].

the evidence for the collective interpretation of the highest-multiplicity p-A
collisions.

2. Three-stage approach

To place our argumentation on a quantitative level, we use the three
stage approach consisting of 1) modeling of the initial phase with the
Glauber approach as implemented in GLISSANDO [13], 2) applying event-
by-event 3+1D viscous hydrodynamics [15] to the intermediate evolution,
and 3) carrying out statistical hadronization at freezeout with THERMI-
NATOR [16]. The details can be found in Refs. [1, 2]. Here we only wish
to point out the similarity of the initial conditions in high-multiplicity p-A
collisions to those in peripheral A-A collisions, as seen from Fig. 1. This
indicates that our approach should work with similar accuracy for the most
central p-Pb collisions as it worked for the Pb-Pb collisions at centrali-
ties ∼ 70%.
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Fig. 2. Creation of the near-side ridge: The surfers’ motion is correlated even when

they are widely separated along the shore.

3. The ridge

The emergence of the ridges in the two-particle correlations in the rela-

tive azimuth and pseudorapidity, C(∆η, ∆φ) = Npairs
phys (∆η, ∆φ)/Npairs

mixed(∆η),
finds a natural explanation in correlated collective flow orientation within
a long pseudorapidity span. This is cartooned in Fig. 2. Numerical calcu-
lation in our approach yields fair agreement with the data, as indicated in
Fig. 3, providing alternative explanation to the color-glass approach [19].
As shown below, the event-by-event hydrodynamics also yields the proper
magnitude of the triangular component of the flow in a natural way.

4. Harmonic flow

The structure of the correlation data (similar to the top panel of Fig. 3)
indicates that one may get rid of most of the nonflow effects by excluding
the central peak from the analysis, simply using pairs with |∆η > 2|. The
flow coefficients (vn{2, |∆η > 2|}) obtained that way from the experiment
and from our model simulations are compared in Figs. 4 and 5. We note
a very fair agreement with the data for the highest-multiplicity events. As
the system becomes smaller, the simulations depart from the experiment,
indicating that the dissipative effects or the direct production from the
corona are becoming important.
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Fig. 3. Correlation functions in the ATLAS kinematic conditions. Top: C(∆φ, ∆η).

Bottom: the projected (2 ≤ |∆η| ≤ 5) per-trigger correlation function Y (∆φ) =
∫

B(∆φ)d(∆φ)C(∆φ)/N − bZYAM, compared to the ATLAS data. The solid

(dashed) lines correspond to the standard (compact) source.

5. Mass hierarchy

A very important effect of the presence of collective flow is the emer-
gent mass hierarchy in certain heavy-ion observables [3, 21]. The effect is
kinematic: hadrons emitted from a moving fluid element acquire more mo-
mentum when they are more massive. For that reason, for instance, the
average transverse momentum of the protons is significantly higher than for
the kaons, which in turn is higher than for the pions. The results, showing
agreement of our approach with the data, are presented in Fig. 6(a). As a
benchmark with no flow, we show in Fig. 6(b) the results of the HIJING
simulations, exhibiting much smaller splitting.
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Fig. 5. Same as Fig. 4 but for the triangular flow v3{2, |∆η > 2|}. The departure

of the model from the experiment for lower centrality classes indicates the limits

of validity of the collective approach.

A proper pattern in the differential identified-particle elliptic flow is also
found, as seen from Fig. 7. We note that a very general argument in favor
collectivity, based on failure of superposition in the p-A spectra, has been
brought up in Ref. [22].

6. Conclusions

The numerous experimental data from the LHC for the p-Pb collisions
of highest multiplicity are compatible with the collective expansion scenario:
the formation of the two ridges, large elliptic and triangular flow, and the
mass hierarchy found in the average transverse momentum and in the dif-
ferential elliptic flow [3, 21]. Thus the p-Pb system can be used as a test
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ground for the onset of collective dynamics. Certainly, lower multiplicity
events are “contaminated” with other effects, e.g., the production from the
corona nucleons and their modeling must be more involved. Another sig-
nature of collectivity would be provided by the interferometric radii, where
the model calculation for p+Pb place the results closer to the A+A lines
and farther from the p+p lines [23].
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Kaon Freeze-out Dynamics in
√

sNN=200 GeV Au+Au
Collisions at RHIC

Michal Šumbera for the STAR Collaboration

Nuclear Physics Institute ASCR, 250 68 Řež, Czech Republic

Measurements of three-dimensional correlation functions of like-sign
low transverse momentum kaon pairs from Au+Au collisions at top RHIC
energy

√
sNN=200 GeV are presented. The extracted kaon source func-

tion is narrower than the pion one and does not have the long tail along
the pair transverse momentum direction. This indicates a much smaller
role of long-lived resonance decays and/or of the emission duration on kaon
emission. Three-dimensional Gaussian shape of the kaon source function
can be adequately reproduced by Therminator simulations with resonance
contributions taken into account. Comparison to pion data at the same
energy reveals that the kaon Gaussian radii in the outward and sideward
directions scale with the transverse mass mT. In the longitudinal direction,
unlike at lower SPS energies, the Gaussian radii do not seem to follow the
exact mT scaling between kaons and pions.

1. Introduction

The momentum correlations of particles at small relative momenta in

their center-of-mass system contain an important information about space-

time characteristics of the production process on a femtometer scale, so

serving as a correlation femtoscopy tool (see, e.g., [1, 2] and references

therein). For non-interacting identical particles, like photons, these cor-

relations result from the interference of the production amplitudes due to

symmetrization requirement of quantum statistics (QS). Additional impor-

tant source of femtoscopic correlations comes from Coulomb and strong final

state interaction (FSI). It provides an important information on coalescence

femtoscopy and correlation femtoscopy with unlike particles, including the

studies of space-time asymmetries in particle production and strong inter-

action between specific particles [1].

In heavy ion experiments two-particle interferometry with identical

charged hadrons has been for a long time used as a reliable technique to

extract the space-time characteristics of the hot expanding fireball [1, 3].

Object of study is three-dimensional (3D) correlation function C(q), where

2q is the difference between the momenta of the two particles in the pair

259



center-of-mass system (PCMS). The correlation function is defined as the

ratio of the 3D relative momentum distribution of particle pairs from the

same event to pairs constructed from mixed events. In the following a right-

handed Cartesian coordinate system with z (long) parallel to the beam

direction, x (out) pointing in the direction of the pair total transverse mo-

mentum and y (side) perpendicular to x and z will be used. C(q) is related

to the probability S(r) to emitt a pair of particles with a pair separation

vector r in the PCMS via Koonin-Pratt equation [3]:

C(q) − 1 ≡ R(q) =

∫

drK(q, r)S(r), K(q, r) ≡ |φ(q, r)|2 − 1. (1)

The wave function of relative motion of two particle φ(q, r) incorporates

both QS and FSI effects. The bias arising from the frequently used Gaussian

assumption on the source shape [1, 3] can be avoided if we directly extract

S(r) inverting Eq. (1) numerically [4, 5]. No assumption on the source shape

is thus needed.

In [6] data on femtoscopic correlations of like-sign charged pions from

20% most central Au+Au collisions at
√

sNN=200 GeV were analysed ex-

ploiting expansion of the source function S(r) into a Cartesian harmonic

basis [5, 7]:
S(r) =

∑

l,α1...αl

Sl
α1...αl

(r)Al
α1...αl

(Ωr), (2)

where l = 0, 1, 2, . . ., αi = x, y or z, Al
α1...αl

(Ωq) are Cartesian harmonic ba-

sis elements and Ωq is the solid angle in q space. Significant non-Gaussian

features including a long range tail in out and long directions in the pion

source function were found. Model comparisons were used to study lifetime

and emission duration of expanding fireball. Sizeable emission time differ-

ences between emitted pions were required to allow models to be successfully

matched to these tails. However, an interpretation of pion correlations in

terms of pure hydrodynamic evolution is complicated by significant con-

tributions from later stages of the reaction, such as decays of long-lived

resonances and anomalous diffusion from rescattering [8].

A purer probe of the fireball decay could be obtained with kaons which

have less contribution from long life-time resonances and suffer less rescat-

tering than pions. Their lower yields, however, make it difficult to carry

out a detailed 3D source shape analysis. A one-dimensional kaon source

image measurement for the same colliding system as in Ref. [6] was re-

ported by the PHENIX collaboration [10]. The measurement corresponds

to a fairly broad range of the pair transverse momentum 2kT, which makes

the interpretation more ambiguous. In particular, information about the

transverse expansion of the system contained in the kT-dependence of the

emission radii is lost. The one-dimensional nature of the measurement also

less constrains the model predictions than would be available from a 3D

measurement. A different aspect of the fireball expansion can be addressed
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by studying the kT-dependence of the source size. Data at SPS energies [9],

as well as at RHIC [10] at relatively higher kT values, showed a scaling be-

haviour between pions and kaons, as expected from perfect hydrodynamics

[11].

In this contribution we present recent STAR 3D analyses [12] of the

shape and kT-dependent size of the kaon source at mid-rapidity using low

transverse momentum like-sign kaon pairs produced in
√

sNN=200 GeV

central Au+Au collisions.

2. Data analysis

The kaon source shape was analyzed using 4.6 million 0–20% central

events from 2004, and 16 million 0–20% central events from 2007. The kT–

dependent analysis was carried out using 6.6 million 0–30% central events

from 2004. The STAR Time Projection Chamber was used to select charged

kaons with rapidity |y| < 0.5 and transverse momenta 0.1<pT<1.0 GeV/c.

Only pairs with 0.2<kT<0.36 GeV/c were accepted. In the kT–dependent

analysis, kaon pairs were collected in two bins: 0.2<kT<0.36 GeV/c and

0.36<kT<0.48 GeV/c. The 3D correlation function C(q) defined via Eq. (1)

was constructed as a ratio of the Nsame(q), for K+K+ and K−K− pairs in

the same event to Nmixed(q). C(q) is flat and normalized to unity over

60< |q| <100 MeV/c. For further experimental details see Ref. [12].

From the measured 3D correlation function correlation moments

Rl
α1...αl

(q) =
(2l + 1)!!

l!

∫

dΩq

4π
Al

α1...αl
(Ωq) R(q) (3)

were extracted. The lowest correlation moment R0 agrees with the direc-

tion independent correlation function R(q) within statistical errors. Even

moments with l > 4 were found to be consistent with zero within statistical

uncertainty. As expected from symmetry considerations, the same was also

found for odd moments. Therefore in this analysis, the sum in Eq. (2) is

truncated at l = 4 and expressed in terms of independent moments only. Up

to order 4, there are 6 independent moments: R0, R2
xx, R2

yy, R4
xxxx, R4

yyyy

and R4
xxyy. Dependent moments are obtained from independent ones [5, 7].

Fitting the truncated series to the measured 3D correlation function

with a 3D Gaussian,

SG(rx, ry, rz) =
λ

(2
√

π)
3
RxRyRz

exp[−(
r2
x

4R2
x

+
r2
y

4R2
y

+
r2
z

4R2
z

)], (4)

has yielded the independent moments as a function of q. In Eq.(4) Rx, Ry

and Rz are the characteristic radii of the source in the out, side and long

directions, and λ represents the overall correlation strength. While λ may be

sensitive to feed-down from long-lived resonance decays, remainder sample
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contamination or track splitting/merging not removed by purity and track

quality cuts, the radii are virtually independent of these effects. Technically,

the fit is carried out as a simultaneous fit on the even independent moments

up to l=4, yielding χ2/ndf=1.7 in the source shape analysis, χ2/ndf=1.1

and χ2/ndf=1.3 in the 0.2<kT<0.36 GeV/c and 0.36<kT<0.48 GeV/c bins

in the kT-dependent analysis, respectively. The three Gaussian radii and

the amplitude obtained from this fit are listed in Table 1.

Table 1. Parameters obtained from the 3D Gaussian source function fits for the

different datasets. The first errors are statistical, the second errors are systematic.

Year 2004+2007 2004

Centrality 0%–20% 0%–30%

kT [GeV/c] 0.2–0.36 0.2–0.36 0.36–0.48

Rx [fm] 4.8±0.1±0.2 4.3±0.1±0.4 4.5±0.2±0.3

Ry [fm] 4.3±0.1±0.1 4.0±0.1±0.3 3.7±0.1±0.1

Rz [fm] 4.7±0.1±0.2 4.3±0.2±0.4 3.6±0.2±0.3

λ 0.49±0.02±0.05 0.39±0.01±0.09 0.27±0.01±0.04

The shape assumption was tested using a double Gaussian trial function

and by pushing the fit parameters to the edges of their errors. Other system-

atic errors were obtained under varying conditions including magnetic field,

data collection periods, charge and various sample purity selections. The

systematic errors are largely governed by the limited statistics available.

3. Results

The source function profiles in the x, y and z directions are shown on the

left panel of Figure 1 (circles). The two solid curves around the Gaussian

source function profiles represent the error band arising from the statis-

tical and systematic errors on the 3D Gaussian fit. Note that the latter

becomes important for large r values only. The 3D pion source functions

from PHENIX [6] are shown for comparison purposes (squares). While the

Gaussian radii are similar, there is a strinking difference between the source

shapes of the two particle species, especially in the out direction. Note

that the PHENIX and STAR pion measurements are fully consistent [14].

We have used the STAR tune of the Therminator Blast-Wave model (solid

triangles) [15, 16] to gain a better understanding of this difference. The

simulation reproduces the source function profiles with emission duration

∆τ=0 (solid upward-pointing triangles). However, with resonance contri-

bution switched off, Therminator gives a distribution that is narrower than

the measurement (empty triangles). Also note that the pion source func-

tion is reproduced with Therminator only when non-zero emission duration
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is assumed [6]. Recent simulations of the kaon source function [17] with the

hydrokinetic model (HKM) [18] show a good agreement in the side direc-

tion, although it is slightly over the measurements at larger radii in out and

long (downward-pointing triangles).
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Fig. 1. (Color online) Left: Kaon source function profiles extracted from the data

(solid circles) compared to 3D pion source function (squares) from PHENIX [6],

and to the Therminator (triangles pointing upwards) and HKM (triangles pointing

downwards) models. Right: Transverse mass dependence of Gaussian radii and the

λ for the 30% most central Au+Au collisions (solid stars). PHENIX data are also

plotted (dots). Squares are HKM, solid curves are Buda-Lund model calculations.

The 20% most central data are also shown for comparison (open stars).

The right panel of Figure 1 shows the dependence of the Gaussian radii in

the longitudinally co-moving system (LCMS) (Rout=Rx/γ, Rside=Ry and

Rlong=Rz; γ is the Lorentz boost in the outward direction from the LCMS

to the PCMS frame) as a function of the transverse mass mT = (m2+k2
T
)1/2.

PHENIX kaon data [10] are also shown. The perfect fluid hydrodynamics

calculations from the Buda-Lund model [11] and the hydrokinetic model

(HKM) [18] with Glauber initial conditions are plotted for comparison pur-

poses. While pions are well described by the Buda Lund model in the whole

interval shown [11], low-kT kaons in the long direction seem to favour HKM

over the Buda-Lund model, suggesting that that contrary to lower SPS

energies [9] the mT-scaling in the long direction is broken at RHIC.
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4. Summary

We have presented the first model-independent extraction of the 3D kaon

source by the STAR Collaboration [12], at mid-rapidity in
√

sNN=200 GeV

central Au+Au collisions, using low-kT kaon pair correlations and the Carte-

sian surface-spherical harmonic decomposition technique. No significant

non-Gaussian tail has been observed. Comparison with the Therminator

model calculations indicates that, although the transverse extent of the

source is similar to pions, the shape and the size in the longitudinal direc-

tion is very different. This can be attributed to resonance decays, but also

indicates that kaons and pions may be subject to different freeze-out dy-

namics. Although the Gaussian radii follow mT-scaling in the outward and

sideward directions, the scaling appears to be broken in the longitudinal

direction. Thus the hydro-kinetic predictions [18] are favoured over pure

hydrodynamical model calculations.
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Influence of the target on multiparticle production
in the forward domain in p+Pb collisions at 158 GeV

Maciej Rybczyński (for the NA49 Collaboration)

Institute of Physics, Jan Kochanowski University, PL-25406 Kielce, Poland

In this talk we show the influence of the target on multiparticle pro-
duction in the forward hemisphere in p+Pb collisions at top SPS energy.
The multiplicity distributions appear to be almost target independent in
the projectile fragmentation domain and the effect of fluctuations of the
number of target participants is not seen in the projectile fragmentation
region. We compare the obtained results with those for p+p interactions
and predictions of models.

1. Introduction

The NA49 Collaboration reported [1] large multiplicity fluctuations in

the forward rapidity domain of non-central Pb+Pb collisions at beam mo-

mentum of 158 GeV/c per nucleon at a fixed number of participating nu-

cleons from the projectile. There is no commonly accepted explanation of

the phenomenon but it was observed [2] that even at fixed number of pro-

jectile participants, the number of target participants fluctuates and it was

suggested that the observed large multiplicity fluctuations in the forward

rapidity domain of Pb+Pb collisions are due to the fluctuating number of

participants from the target. Such a mechanism, however, assumes that the

target (projectile) participants contribute to the projectile (target) fragmen-

tation region, i.e. that the domains of projectile and target fragmentation

overlap. A model assuming such a mechanism is called by the authors of

Ref. [2] the mixing model to be distinguished from the transparency model

where the projectile participants only contribute to the projectile fragmen-

tation domain and the target participants only to the target fragmentation

domain. The transparency model is compatible with the limiting fragmen-

tation hypothesis [3]1 while the mixing model contradicts it. Both models

1 Hypothesis of limiting fragmentation states that for a sufficiently high collision energy

particle production becomes target and energy independent in the projectile (target)

fragmentation domain corresponding to the rapidities close to that of the projectile

(target).
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should obviously be treated as idealizations. The analysis of d+Au collisions

at RHIC [4] shows that in reality we have both mixing and transparency.

Our objective here is to study the importance of the mechanism of mixing in

p+Pb collisions where the number of participants from the target fluctuates

but the number of projectile participants is always one.

As a measure of multiplicity fluctuations we use here, as in the study

described in ref.[1], the scaled variance ω = Var(N)/〈N〉 of the multiplicity

distribution where Var(N) is the variance and 〈N〉 the mean value of the

distribution. We analyze minimum bias p+Pb collisions and confront the

results with those from p+p interactions at the same collision energy.

2. The NA49 Experiment

The NA49 experiment is a large acceptance hadron spectrometer sit-

uated in the H2 beam line at the CERN SPS accelerator complex which

was used to study the hadronic final states produced in collisions of pro-

tons with a variety of fixed targets. [5]. The main tracking devices are four

large volume Time Projection Chambers (TPCs). Two of them, the Ver-

tex TPCs (VTPC-1 and VTPC-2), are located inside the magnetic field of

two super-conducting dipole magnets (1.5 and 1.1 T, respectively) and two

others (MTPC-L and MTPC-R) are positioned downstream of the magnets

symmetrically to the beam line.

Interactions of protons in the target are selected by anti-coincidence of

the incoming beam particle with a signal in a small scintillation counter S4

placed on the beam trajectory between the two vertex magnets. For p+p

interactions at 158 GeV/c this counter selects a (trigger) cross section of

28.23 mb out of 31.78 mb of the total inelastic cross section [6].

Details of the NA49 detector set-up and performance of the tracking

software are described in [5]. The parts of the NA49 experiment specific to

the study of p+Pb interactions are described in [7].

2.1. Data sets, detector acceptance, and event and particle selection

In this contribution we show the results of the analysis of 125,000 min-

imum bias p+Pb collisions and 320,000 p+p interactions both at beam

momentum of 158 GeV/c. Although the NA49 detector was designed for

a large acceptance in the forward hemisphere [5], the geometrical accep-

tance is not complete in this region. The acceptance limits in transverse

momentum pT at given azimuthal angle φ are parametrized by the function

pT (φ) =
1

A + φ2

C

+ B, (1)
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Fig. 1. The scaled variance of the uncorrected multiplicity distribution of nega-

tively charged particles produced in minimum bias p+Pb collisions (panel (a)) and

p+p interactions (panel (b)) as a function of the maximally allowed difference ∆z

between the reconstructed main vertex and the actual target position. The vertical

line indicates the value used in the analysis.

where the values of A, B and C depend on the rapidity (see ref.[8]). Only

particles within the curves given by Eq. 1 are used in this analysis. Addition-

ally, the particle’s transverse momentum is required to obey 0.005 < pT <
1.5 GeV/c. This well defined acceptance is essential for later comparison of

the results with models and other experiments.

Several event selection criteria are applied to reduce contamination from

non-target collisions. The primary vertex was reconstructed by fitting the

intersection point of the measured particle trajectories. Only events with

a proper quality and position of the reconstructed vertex are accepted for

further analysis. The vertex coordinate z along the beam has to satisfy |z−
z0| < ∆z, where the nominal vertex position z0 and cut parameter ∆z values

are: −579.5 and 5.5 cm, −581 and 2 cm for p+p and minimum bias p+Pb

collisions, respectively. In Fig. 1 we show the stability of the scaled variance

of the uncorrected multiplicity distribution of negatively charged particles

produced in minimum bias p+Pb and p+p interactions with respect to the

maximally allowed difference ∆z between the reconstructed main vertex and

the actual target position. As seen, the results are stable.

In order to reduce the contamination by poorly reconstructed tracks

and particles from secondary interactions and other sources of non-vertex

tracks, several track cuts were applied. The accepted particles are required

to have measured points in at least one of the Vertex TPCs and the potential

number of points (calculated on the basis of the geometry of the track) in

the detector has to exceed 30. Moreover, the ratio of the number of points

on a track to the potential number of points has to be higher than 0.5 to
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Fig. 2. The scaled variance of the uncorrected multiplicity distribution of negatively

charged particles produced in minimum bias p+Pb collisions (panel (a)) and p+p

interactions (panel (b)) as a function of the maximally allowed distance between

the reconstructed primary vertex and the back-extrapolated track in the target

plane |dx|. Simultaneously the deviation in |dy| is required to be below 0.5|dx|.
The vertical line indicates the value used in the analysis.

avoid split tracks (double counting). A cut on the extrapolated distance

of closest approach (dca) to the fitted vertex of the particle at the vertex

plane is applied (|dx| < 2 cm and |dy| < 1 cm) in order to reduce the

contribution from weak decay daughters (feeddown). To estimate the effect

on the multiplicity fluctuations, the maximally accepted dca was varied.

Fig. 2 shows the result for ω and demonstrates that the scaled variance is

stable with respect to the cut.

2.2. Corrections for multiplicity distributions based on the VENUS event

gereator and detector simulation

In this subsection we describe the VENUS 4.12 [9] simulation of p+Pb

minimum bias collisions and p+p interactions used to derive corrections

applied later to measured multiplicity distributions. The NA49 appara-

tus was simulated by using GEANT 3 [10]. The multiplicity distributions

were calculated for pure VENUS and accepted VENUS events, both with

acceptance filter of Eq. 1 turned on. Pure VENUS results correspond to

all charged particles produced in the primary interaction. Accepted VENUS

results were obtained from GEANT/detector simulated and reconstructed

VENUS events applying event and track cuts as for real data. Thus these

results correspond to all reconstructed particles which are consistent with

originating from the reconstruced event vertex, i.e. particles produced in

the primary interaction as some contribution from secondary interactions
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Fig. 3. Multiplicity distributions of all charged particles obtained from pure

VENUS events of p+Pb minimum bias collisions. Left panel: good events for

which all measured particles miss the S4 counter. Right panel: lost events for

which at least one measured particle hits the S4 counter.

and feeddown from decays. The pion mass was assumed for the calcula-

tion of the rapidity y in both pure and accepted VENUS events. Based on

the simulation results the unfolding method [11, 12, 13] provided by the

ROOT [14] TUnfold class [15] was used to obtain the corrected results.

2.3. Correction for the S4 trigger bias

In this subsection we estimate the effect of a trigger bias caused by

the fact that some of the particles produced in an interaction can hit the

S4 counter and cause a false veto. All charged particles simulated in full

phase-space from each pure VENUS p+p and p+Pb minimum bias event

were tracked down to the position of the S4 counter: S4x = −1.5 cm,

S4y = 0.0 cm and S4z = −201 cm in the NA49 detector coordinate system.

If all charged particles from a given event miss the S4 counter then the event

is treated as good. In the left panel of Fig. 3 we show the corresponding

multiplicity distribution of good events of p+Pb minimum bias collisions.

If a charged particle from an event hits S4 then the event is treated as

lost. In the right panel of Fig. 3 we show the corresponding multiplicity

distribution of lost events. The fraction of lost events amounts to 10.5%.

This number is in good agreement with previous calculations [6, 7]. The

lost events were excluded from the sample of accepted VENUS events used

to obtain corrections to the multiplicity distributions.
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Table 1. Scaled variance of the corrected multiplicity distributions of particles

produced in minimum bias p+Pb collisions and p+p interactions. The errors are

statistical only.

Data Set ωneg ωpos ωall

p+p 0.989 ± 0.003 1.002 ± 0.003 1.31 ± 0.004

p+Pb 0.929 ± 0.012 0.924 ± 0.011 1.13 ± 0.013

3. Results

We now proceed to the central subject of our study, the multiplicity

fluctuations in the projectile fragmentation region. Results refer to all pro-

duction (inelastic) reactions in minimum bias p+Pb and inelastic p+p in-

teractions both at beam momentum of 158 GeV/c and to charged hadrons

produced in the primary interactions. Figure 4 shows the uncorrected mul-

tiplicity distributions of negatively, positively and all charged particles pro-

duced in the rapidity interval 4 < y < 5.5. The distributions in p+Pb and

p+p interactions are seen to be very similar again suggesting the validity of

the limiting fragmentation hypothesis. In Table 1 we collect the numerical

values of the scaled variances ω of the corrected multiplicity distributions.

As seen, the second moments of the multiplicity distributions in both classes

of collisions are very close to each other. The multiplicity distributions are

approximately Poissonian as the scaled variances are close to unity. It is also

worth noting that the multiplicity distributions in p+p interactions tend to

be broader than those in the p+Pb collisions.
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actions. The data are plotted as function of atomic mass of target nucleus to show

the difference of the mixing (solid line) and transparency (dotted line) models [2].

4. Summary and discussion

We studied particle production in the projectile fragmentation region of

minimum bias p+Pb collisions at beam momentum of 158 GeV/c. The re-

sults were compared to those from p+p interactions at the same collision en-

ergy. The multiplicity distributions appear to be almost target independent

in the projectile fragmentation domain. As mentioned in the Introduction,

our specific motivation was to test the mixing model proposed in ref.[2].

In Fig. 5 we confront the results on the scaled variance from minimum

bias p+Pb collisions with the model predictions. As seen, the transparency

model describes the data quite well but the mixing model seems to be ex-

cluded. The effect of fluctuating number of target participants is not seen

in the projectile fragmentation region. Obviously, the mechanism of Pb+Pb

collisions might be rather different from that of p+Pb collisions and thus

the mixing model is not ruled out. Nevertheless our results show that there

is no strong mixing of the projectile and target fragmentation regions at

least in the proton-nucleus collisions.
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Measurement of anisotropic radial flow rapidity
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Using the sample of Au + Au collisions at 200 GeV generated by the
AMPT with string melting model, the anisotropic amplitudes of azimuthal
distributions of total transverse momentum, mean radial (transverse) mo-
mentum, and multiplicity are first presented and compared. It shows that
the azimuthal distribution of mean radial momentum well characterizes the
radial expansion. So a measurement of the azimuthal distribution of mean
transverse (radial) rapidity of final state particles is suggested. We further
show that the isotropic part of the suggested distribution is the combi-
nation of isotropic radial expansion and thermal motion. The anisotropic
amplitude characterizes the anisotropic radial flow, and coincides with the
parameter of anisotropic radial flow rapidity extracted from a generalized
blast-wave parametrization.

1. Introduction

The observation of large elliptic flow at RHIC is considered as one of

the most important signatures of the formation of the strongly interacting

Quark Gluon Plasma (sQGP) [1, 2]. The flow harmonics are Fourier coef-

ficients of the azimuthal multiplicity distribution of final state hadrons [3].

One common feature of flow harmonics is their mass ordering in the low

transverse momentum region [4]. This phenomena can be well understood

by hydrodynamics with a set of kinetic freeze-out constraints, i.e., the tem-

perature, the radial flow, and the source deformation [5]. The radial flow is

usually described by 2 parameters. The first is the isotropic radial velocity

(or rapidity, related by vT = tanh yT). It presents the surface profile of

isotropic transverse expansion of the source at kinetic freeze-out.

The other parameter is the anisotropic radial velocity (i.e., the azimuthal

dependent radial velocity). It measures the difference of the radial flow

strength in and out of the reaction plane. It is introduced to account for
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the anisotropic radial flow field which arises in non-central collisions. The

observed elliptic flow can be generated by anisotropic radial flow [5, 6].

Moreover, the shear tension of viscosity in hydrodynamics is supposed to

be proportional to the gradient of radial velocity along the azimuthal di-

rection [7], which is directly related to anisotropic radial velocity. The

proportionality constant is the shear viscosity.

In hydrodynamic models [8, 9, 10], these parameters are not indepen-

dent. They are related by the initial conditions and the equation of state.

Their determination is crucial for theoretical calculations.

It has been shown that the azimuthal distribution of mean transverse

momentum directly measures the transverse motion of the source at kinetic

freeze-out [11]. So we suggest the measurement of the azimuthal distribution

of the mean transverse rapidity of final state hadrons (〈yT(φ)〉). It should

be helpful in determining the parameters of the anisotropic radial rapidity.

As we know, 〈yT(φ)〉 contains three parts: average isotropic radial ra-

pidity, average anisotropic radial rapidity, and average thermal motion ra-

pidity [4]. Since both thermal and radial motions contribute to the isotropic

rapidity of the distribution, the isotropic radial rapidity itself can not be

directly obtained from the distribution. Conventionally, the radial flow

parameters are extracted from the pT spectra of the hadrons [12, 13], or

dileptons [14, 15], by a generalized blast-wave parametrization [5, 6]. The

obtained parameters are an approximate description of the radial flow; they

are model dependent. A model independent measure is called for.

Fortunately, the thermal motion is isotropic. As such, it does not con-

tribute to the anisotropic radial flow. The azimuthal amplitude of the mean

transverse rapidity distribution should correspond directly to the anisotropic

radial rapidity. It is interesting to see the features of the azimuthal distri-

bution of mean transverse rapidity, and how its azimuthal amplitude relates

to the parameters of anisotropic radial rapidity extracted by a generalized

blast-wave parametrization.

In this paper, using a sample generated by the AMPT model with string

melting [16, 17], we first compare the anisotropic amplitudes of three az-

imuthal distributions of total transverse momentum, the mean radial (trans-

verse) momentum, and multiplicity in section II. It shows that the azimuthal

distribution of mean radial momentum, or rapidity, is a good measure of ra-

dial expansion. In section III, we further demonstrate the measured physics

of isotropic and anisotropic amplitudes of the suggested distribution. They

behave indeed as the expected radial flow (with a random thermal compo-

nent), and anisotropic radial flow, respectively. In section IV, it is further

shown that the parameter of anisotropic radial flow rapidity is just the

anisotropic amplitude of the suggested distribution. Finally, the summary

and conclusions are given in section V.
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2. Measurements of radial expansion

Conventionally, the azimuthal distribution of the multiplicity of final

state particles is presented by

dN

dφ
∝ 1 +

∞
∑

n=1

2vn(N) cos(nφ), (1)

where φ is the azimuthal angle between the transverse momentum of the

particle and the reaction plane. The coefficients of the Fourier expansion

are [18],

vn(N) = 〈cos(nφ)〉, (2)

where 〈. . . 〉 is an average over all particles in all events. The second har-

monic coefficient v2(N) is the so-called elliptic flow parameter. It represents

the anisotropy of the colliding system and has the biggest value in relativis-

tic heavy ion collisions [19].

However, the multiplicity distribution only counts the number of particle

emissions in a certain azimuthal angle. The initial anisotropy in coordinate

space in non-central collisions makes the formed system expand in a per-

pendicular almond shape in momentum space. The expansion of the system

generates not only the anisotropy of multiplicity distribution but also their

associate radial (transverse) momentum. The total radial momentum at a

given azimuthal angle is the combination of them. Therefore, the azimuthal

distribution of radial momentum is a good measure of the anisotropic ex-

pansion. The total transverse momentum in the mth azimuthal bin can be

defined as

〈Pt(φm)〉 =
1

Nevent

Nevent
∑

j=1

(

Nm
∑

i=1

pT,i(φm)

)

. (3)

Where pT,i is the transverse momentum of the ith particle, Nm is the total

number of particles, and 〈. . .〉 denotes the average over all events.

In order to see the contributions of radial expansion alone, the mean

radial momentum in the mth azimuthal bin can be defined accordingly as,

〈〈pT(φm)〉〉 =
1

Nevent

Nevent
∑

j=1

(

1

Nm

Nm
∑

i=1

pT,i(φm)

)

. (4)

Here, the averages 〈〈. . .〉〉 are over all particles in the mth angle bin and all

events. This records only the contributions from the transverse momentum

of final particles. In contrast to the azimuthal multiplicity distribution, the

multiplicity effect is eliminated by the average over the number of particles

in the mth bin.
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The anisotropic parameters of all those azimuthal distributions can be

directly obtained from their Fourier expansions,

d〈Pt〉
dφ

∝ 1 +

∞
∑

n=1

2vn(〈Pt〉) cos(nφ), (5)

and
d〈〈pT〉〉
dφ

∝ 1 +

∞
∑

n=1

2vn(〈〈pT〉〉) cos(nφ). (6)

d〈Pt〉
dφ and

d〈〈pT〉〉
dφ are the azimuthal distribution functions of total radial

momentum and mean radial momentum. vn(〈Pt〉) and vn(〈〈pT〉〉) are their

anisotropic parameters, respectively.

In order to see the contributions of those anisotropic flows in a real sys-

tem, we simulate the Au + Au collisions at 200 GeV by AMPT with string

melting model [16, 17]. A partonic phase is implemented in the model and

the elliptic flow data from RHIC are well reproduced by the model [20]. We

generate 1.6 millions minimum bias events. Their centrality dependencies

are presented in Fig. 1. The red stars, the blue triangles, and the black solid

circles are the anisotropic amplitudes of total transverse momentum v2(Pt),

multiplicity v2(N), and mean transverse momentum v2(〈〈pt〉〉), respectively.

Figure 1 shows that they have similar centrality dependence, small at

peripheral and central collisions, and largest at mid-central collisions. But

their anisotropies are different. The anisotropy of mean transverse momen-

tum is the smallest, the anisotropy of multiplicity is in the middle, and the

anisotropy of total transverse momentum is the largest, as it counts the

anisotropy from both multiplicity and transverse momentum distributions,

as we discussed in their definitions.

So the azimuthal distribution of mean transverse momentum can mea-

sure the anisotropy of radial expansion, in additional to the multiplicity dis-

tribution. We suggest the measurement of azimuthal distribution of mean

transverse rapidity. Usually, the transverse rapidity of a final state hadron

is considered as a good approximation of its transverse rapidity at kinetic

freeze-out [21]. It is defined similarly to that of mean transverse momentum.

yT = ln(
mT + pT

m0

) , (7)

where m0 is the particle mass in the rest frame, pT is transverse momentum,

and mT =

√

m2
0 + p2

T
is the transverse mass.

The mean transverse rapidity in a given azimuthal angle bin is defined

as the summation of all particles’ rapidities divided by the total number of
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Fig. 1. (Color online) The centrality dependence of elliptic flow parameters deduced

from azimuthal distributions of radial momentum (red stars), mean radial momen-

tum (black solid circles), and multiplicity (blue solid triangles) for the sample of

Au+Au collisions at
√
sNN = 200 GeV generated by AMPT with string melting.

particles, i.e.,

〈yT(φm − ψr)〉 =
1

Nevent

Nevent
∑

e=1

1

N e
m

Ne
m
∑

i=1

ye
T,i(φm − ψr), (8)

where the transverse rapidity of final state particle with mass m0 is deter-

mined by its transverse momentum. Rapidity is more convenient in boost

transformations. It should directly relate to the radial flow parameters that

we are interested in.

The distribution of mean transverse rapidity in a minimum bias sample

is shown in Fig. 2(a). We can see it is a periodic function of azimuthal angle,

and consists of two parts. The isotropic constant, yT0 = 1.3371 ± 0.0001,

and azimuthal dependent part yT2 = 0.0334 ± 0.0002.
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Fig. 2. (Color online) (a): 〈yT(φ)〉 for centrality 0−70%, (b): 〈yT(φ)〉 for 3 different

mass particles, (c): 〈yT(φ)〉 at three different centralities, 0 − 5% (red points),

30% − 40% (black triangles), and 60% − 70% (green down triangles), (d): The

centrality dependence of yT2 (red points), and ρ2 (black triangles).

3. Physics of the suggested measurement

The isotropic part of the suggested distribution contains both isotropic

radial expansion and thermal motion. In order to see the features of the

isotropic part, we study the mass dependence of the suggested distributions.

The suggested distributions of three different particles, pion (blue trian-

gles), kaon (red points), and proton (black triangles) are given in Fig. 2(b).

It shows that the distribution of the lightest pion is at the top with the

largest isotropic rapidity, while the distribution of the heaviest proton is at

bottom with the smallest isotropic rapidity, and the distribution of kaons

with intermediate mass is between them with intermediate isotropic rapid-

ity.

As we know, the thermal motion is mainly determined by the tempera-

ture and particle mass. At fixed temperature, the particles with small mass

should have larger thermal velocity. So the isotropic part of the suggested

distribution is just ordered as expected by thermal motion.

The features of the anisotropic part, the suggested distribution, at three

typical centralities, 0-5% (red points For the most central collisions), 30%-

40% (black up triangles for the middle-central collisions), and 60%-70%

(green down triangles for the peripheral collisions), are given in Fig. 2(c).

It shows that the distribution is almost flat and azimuthal angle inde-

pendent in central collisions, but azimuthal angle dependent in non-central

collisions. It also shows the large anisotropy in mid-central collisions, and

small anisotropy in peripheral collisions.

This centrality dependence is consistent with the fact that anisotropic

radial flow appears in non-central collisions, and is the largest in mid-central

collisions.

So the suggested distribution well represents the characters of radial
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flow. Since we can not separate the thermal motion, the parameter of

isotropic radial rapidity can not be obtained from the measurement. How-

ever, the thermal motion is isotropic, and has no contribution to the aniso-

tropic part. The azimuthal dependent part, yT2, should correspond to the

parameter of anisotropic radial flow rapidity.

4. Measured anisotropic amplitude and extracted parameter
of anisotropic radial flow rapidity

It is interesting to check if the measured anisotropic part corresponds to

the extracted parameter of anisotropic radial flow rapidity.

The blast-wave model is currently the only model that simply includes

the radial flow parameters. It is motivated from hydrodynamics with the

kinetic freeze-out parameters [6, 12, 22, 24, 25, 26]. It is assumed that the

longitudinal expansion is boost invariant [27]. The single-particle spectrum

is given by the Cooper-Frye formalism (as in hydrodynamics) [28],

E
d3N

d3p
∝ 1

(2π)3

∫

Σf

pµdσµ(x)f(x, p), (9)

where f(x, p) is the momentum distribution at space-time point x. Eq. (4) is

an integral over a freeze-out hyper-surface, and sums over the contributions

from all space-time points.

Originally, local thermal equilibrium is assumed to be reached at kinetic

freeze-out and a Boltzman distribution of the momentum is applied [12]. It

has been shown recently that a Tsallis distribution provides an even better

description for all pT spectra from elementary to nuclear collisions [29, 30].

So, we use the Tsallis distribution for f(x, p), i.e.,

f(x, p) =

[

1 +
q − 1

T (x)

(

p · u(x) − µ(x)

)

]− 1

q−1

, (10)

where q is the parameter characterizing the degree of non-equilibrium, and

T is the kinetic freeze-out temperature. Thus the transverse momentum

spectrum can be given by [31],
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dN

pTdpTdφ
∝
∫ 2π

0

dφs

∫ yb

−yb

dye
√

y2

b
−y2

cosh y

∫ R

0

mTrdr

[

1 +
q − 1

T

(

mT cosh y cosh ρ

−pT sinh ρ cos(φb − φ)

)

]− 1

q−1

, (11)

where mT and pT are transverse mass and transverse momentum of the

particle, respectively, and yb = ln(
√
sNN/mN ) is the beam rapidity [32].

According to the generalized blast-wave parametrization, the radial flow

rapidity which controls the magnitude of the transverse expansion velocity

is [6, 22, 33, 34],

ρ = r̃
(

ρ0 + ρ2 cos(2φb)
)

, (12)

where r̃ =
√

(r cos(φs)/RX)2 + (r sin(φs)/RY )2. ρ0 and ρ2 are the pa-

rameters of isotropic radial flow rapidity and the amplitude of anisotropic

radial flow rapidity, respectively. The greater the magnitude of ρ2, the

larger the momentum-space anisotropy. Here, φs is the azimuthal angle

in coordinate space and φb is the azimuthal angle of the boost source el-

ement defined with respect to the reaction plane. They are related by

tan(φb) = (RX/RY )2 tan(φs).

There are 5 undetermined parameters: the temperature (T ), isotropic

radial flow rapidity (ρ0) and anisotropic radial flow rapidity (ρ2), q of the

Tsallis distribution, and RX/RY . Since all the particles are assumed to

move with a common radial flow velocity, the mean kinetic freeze-out pa-

rameters are usually obtained by the simultaneous fitting of spectra from

several hadrons [23, 24] and elliptic flow [6]. Elliptic flow, v2(pT), is the

second coefficient of the Fourier expansion of azimuthal multiplicity distri-

bution [35, 18], and defined as,

v2(pT) =

∫ yb

−yb
dy
∫ 2π
0
dφ cos(2φ) dN

pTdpTdydφ
∫ yb

−yb
dy
∫ 2π
0
dφ dN

pTdpTdydφ

. (13)

In Fig. 3, the pT spectra of six particles, π±, K±, p, and p, of the

same sample, are presented by red solid circles. The differential elliptic

flow v2(pT) of pions, kaons, and protons are presented in Fig. 4 by black

triangles, red solid circles and blue triangles, respectively. The error bars

only include statistical errors. They are very small in comparison with the
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Fig. 3. (Color online) The transverse momentum spectra for π±, K±, p and p

within |yL| < 0.1 at centrality 0 − 70% for the sample of Au+Au collisions at√
sNN = 200 GeV generated by the AMPT model with string melting.

experimental data [22]. Typically, the systematic errors are considered to

be 5% when fitting the simulated data [36]. Due to resonance decays in the

low momentum region of pions [23], the data points in the low pT regions

of the spectra are excluded in this fitting.

Using Eqs. (6) and (8), the fitting curves in each plots of Fig. 3 and

4 are drawn. They describe well the corresponding data points of the pT

spectra and elliptic flow. The fitting parameters are T = 102 ± 1 MeV,

ρ0 = 0.67±0.01, and ρ2 = 0.036±0.002. This temperature is the same mag-

nitude as that given by hydrodynamics [5, 10], and experimental data [22].

The parameter of anisotropic radial flow rapidity, ρ2, is very close to the

azimuthal amplitude of the suggested distribution, yT2 = 0.0343 ± 0.0002.

The centrality dependence of ρ2 is shown in Fig. 2(d) by black trian-

gles. We can see that at each centrality, ρ2 is very close to yT2. The

azimuthal amplitude of the suggested distribution coincides with the pa-

rameter of anisotropic radial flow rapidity extracted from a generalized
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Fig. 4. (Color online) The differential elliptic flow v2(pT ) for different particle

species within |yL| < 0.1 at centrality 0 − 70% for the sample of Au+Au collisions

at
√
sNN = 200 GeV generated by the AMPT model with string melting.

blast-wave parametrization. So they are consistent.

5. Summary

We suggest a measurement for the azimuthal distribution of mean trans-

verse rapidity. It consists of two parts: isotropic, and anisotropic mean

transverse rapidity. The isotropic part is the combination of isotropic radial

expansion and thermal motion. It is demonstrated to be consistent with

expected the mass ordering. The anisotropic part presents the anisotropic

radial expansion. Its centrality dependence is shown to be consistent with

extracted the parameter of anisotropic radial flow rapidity. The suggested

distribution provides a model independent way to get the parameter of

anisotropic radial flow rapidity. It is helpful for hydrodynamic calculations,

and a model independent determination of shear viscosity [37].
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The potential importance of low luminosity
and high energy at the LHC

Alan R. White

Argonne National Laboratory, Argonne, Illinois 60439, USA

Low luminosity runs at higher LHC energy could provide definitive
evidence for an electroweak scale sextet quark sector of QCD that produces
electroweak symmetry breaking and dark matter within the bound-state S-
Matrix of QUD - a massless, weak coupling, infra-red fixed-point, SU(5)
field theory that might underly and unify the full Standard Model.

1. Introduction

The “nightmare scenario” seems to be emerging at the LHC. A resonance

has been discovered that looks a lot like a Standard Model Higgs boson, but

no other new physics is seen! In particular, the much anticipated manifesta-

tion of supersymmetry has not happened. Theoretical inconsistency implies

there must be more, but there is no indication what to look for and there

is much concern that the current theoretical framework for new physics

searches may be seriously misdirected.

QUD1 is a massless, weak coupling, infra-red fixed-point, SU(5) field

theory that I have discovered as having a massive bound-state S-Matrix that

is generated by infra-red chirality transition anomalies and that, uniquely,

contains the unitary Critical Pomeron. Unbelievably (almost!), QUD might

also underly and unify the S-Matrix of the full Standard Model. Moreover,

unitarity may require the presence of a Higgs-like boson resonance.

If the QUD S-Matrix is the origin2 of the Standard Model then, in addi-

tion to small neutrino masses, the only “new physics” is an electroweak scale,

strongly interacting, sextet quark sector of QCD that provides electroweak

symmetry breaking and dark matter, but is hard to isolate at large p⊥. The

dynamics is conceptually radical (within today’s theory paradigm), and a

calculational procedure has still to be developed. Nevertheless, the impli-

cations of QUD’s existence are overwhelming. Suggestive evidence already

exists and low luminosity runs at higher LHC energy could be definitive.

1 Quantum Uno/Unification/Unique/Unitary/Underlying Dynamics
2 The Standard Model could be reproducing the “Unique Unitary S-Matrix.”
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2. The Critical Pomeron and the Formulation of QUD

The Reggeon Field Theory Critical Pomeron is the only known descrip-

tion of rising total cross-sections3 that satisfies full multiparticle t-channel

unitarity and all s-channel unitarity constraints. The supercritical phase

occurs uniquely in superconducting QCD, and the critical behavior appears

when asymptotic freedom is saturated. Saturation is achieved with 6 color

triplet quarks and 2 color sextet quarks and is physically realistic if “sextet

pions” produce electroweak symmetry breaking!
QCD sextet quarks with the right electroweak quantum numbers, plus

the electroweak interaction, embed uniquely (with asymptotic freedom and
no anomaly) in QUD, i.e., SU(5) gauge theory with left-handed massless
fermions in the 5⊕15⊕40⊕45∗ representation. Under SU(3)⊗SU(2)⊗U(1)

5 = (3, 1,−
1

3
) + (1, 2,

1

2
) , 15 = (1, 3, 1) + (3, 2,

1

6
) + (6, 1,−

2

3
) ,

40 = (1, 2,−
3

2
) + (3, 2,

1

6
) + (3

∗

, 1,−
2

3
) + (3

∗

, 3,−
2

3
) + (6

∗

, 2,
1

6
) + (8, 1, 1) ,

45
∗

= (1, 2,−
1

2
) + (3

∗

, 1,
1

3
) + (3

∗

, 3,
1

3
) + (3, 1,−

4

3
) + (3, 2,

7

6
) + (6, 1,

1

3
) + (8, 2,−

1

2
)

Astonishingly, there are 3 “generations” of both leptons and triplet quarks,

and QUD is vector-like wrt SU(3)xU(1)em. SU(2)xU(1) is not quite right,

but if the anomaly-dominated S-Matrix can be constructed via multi-regge

theory, as I have outlined [1], all elementary fermions are confined and

Standard Model interactions and states emerge.

3. QUD Multi-Regge Theory

In multi-regge limits, infinite momentum bound-states and interactions

can be studied using k⊥ reggeon diagrams. The removal of fermion masses

introduces “anomaly vertices” and after the (crucially ordered) removal of

gauge boson masses and a cut-off kλ
⊥, an overall divergence4 produces a “wee

parton vacuum” of universal anomalous wee gauge bosons (SU(5) adjoint

C 6=τ) as illustrated in Fig. 1. The surviving interactions couple via anomalies

and preserve the vector SU(3)xU(1) symmetry. They are

1. Even Signature Critical Pomeron ≈ SU(3) gluon reggeon + wee gauge
bosons. No BFKL pomeron and no odderon.

2. Odd Signature Photon ≈ U(1)em gauge boson + wee gauge bosons.

3. Electroweak Interaction ≈ left-handed gauge boson, mixed with sextet
pion (via anomalies), + wee gauge bosons.

Anomaly color factors, in wee gauge boson infinite sums, enhance couplings

— hopefully to Standard Model values (αQCD ≫ αQUD ∼ 1

120
).

3 A necessity to match with an asymptotically-free gauge theory at short distances.
4 After elaborate cancelations of reggeization of infra-red divergences.
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Fig. 1. The general form of divergent Reggeon diagrams.

Fig. 2. The anomaly pole Goldstone pion.

Bound-states involve anomaly poles due to chirality transitions, e.g.,

Goldstone pions in QCD as illustrated in Fig. 2. Within QCD, confinement

and chiral symmetry breaking coexist with a “parton model.”

• Bound-states are triplet or sextet quark mesons and baryons. The
proton and neuson (“dark matter” sextet neutron) are stable. There
are no hybrids and no glueballs.

• Sextet anomaly color factors are much larger than triplets and so (elec-
troweak scale) sextet masses are correspondingly larger.

• Wee gluon color factors give large pomeron couplings to sextet states,
producing large high-energy x-sections and large couplings to (pomeron
producing) high-multiplicity hadron states.

Within QUD, ultra-violet octet quark anomaly poles produce Standard

Model generations of physical hadrons and leptons. Lepton bound states

contain three elementary leptons:

• (e−, ν) ↔ (1,2,− 1

2
)×{(1,2,− 1

2
)(1,2, 1

2
)}AP×{(8,1,1)(8,2,− 1

2
)}UV

• (µ−, ν) ↔ (1,2, 1
2
)×{(1,2,− 1

2
)(1,2,− 1

2
)}AP×{(8,1,1)(8,2,− 1

2
)}UV

• (τ−, ν) ↔ (1,2,− 3

2
)×{(1,2, 1

2
)(1,2, 1

2
)}AP×{(8,1,1)(8,2,− 1

2
)}UV

Anomaly interactions imply Mhadrons ≫ Mleptons ≫ Mν′s ∼ αQUD. The

electron is almost elementary (the anomaly pole is, effectively, a minimal

disturbance of the Dirac sea). The muon has the same constituents in a

more massive dynamical configuration!
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4. “Top” and “Higgs” Physics

The primary decay of the “sextet η” is η6 → W+ W−Z0 → W+ W− bb̄
(cf. η→π+π−π0). Since this is the dominant Standard Model tt̄ decay mode,

the η6 resonance produces events that are experimentally hard to distinguish

from Standard Model top physics. However, it is the sextet quark mass scale

that is involved, and not a “bizarrely large” triplet quark mass!

Two QUD triplet quark generations give Standard Model hadrons. The

third is (3,−1

3
) ≡ [3, 1,−1

3
] ∈ 5, (3, 2

3
) ∈ [3, 2, 7

6
] ∈ 45∗. The physical

b quark is a mixture of all three QUD generations. However, there are

two “exotic” triplet quarks with charges -4/3 and 5/3 that have no chiral

symmetry and so do not produce light (anomaly pole) bound-states. The

left-handed “top quark” (tQL) forms an electroweak doublet with one of the

exotic quarks and so will not appear in low mass states. (The electroweak

interaction is enhanced, at high energy, by the sextet quark sector.) The

ηt ≈ tQRt̄QL remains as a “constituent tQ state.” Mixing with the sextet

η gives two mixed-parity scalars — the η6 with electroweak scale mass and

the η3, with a mass between triplet and sextet scales that, could be ∼ 125

GeV! If so, the “QUD Higgs” is predominantly a “top/anti-top” resonance.

Because QUD interactions are reggeized, intermediate state cancelations

must occur that are equivalent to the “tree-unitarity” condition determin-

ing electroweak Higgs couplings in the Standard Model. Consequently, the

combined η̂3 and η̂6 couplings should reproduce Standard Model couplings

and disparities between the 125 GeV resonance and the Standard Model

Higgs should be accounted for by the η6.

5. At the LHC ?

The most direct evidence for QUD is the appearance of the η6 resonance,

in the Z-pair cross section, at the “tt̄” threshold. As can be seen from Fig. 3,

it is most visible in the lower luminosity 7 GeV data. Is ultra-high luminosity

missing QUD cross sections (as we will suggest often in the following)?

Large pomeron couplings to π6’s (≡ longitudinal W ’s/Z’s) implies large

rapidity-gap cross sections for multiple W ’s/Z’s (i.e. sextet isospin con-

serving WW , ZZ, WWZ, ZZZ, . . .) above the EW scale, including a large

double-pomeron cross section for Z0Z0 and W+W− pairs (some of these

events might be identified, partially or fully, via jets). There should also be

(correlated) much larger, cross sections for multiple W ’s/Z’s, over a wide

range of rapidities, with high associated hadron multiplicity — that are

the intermediate states of the pomeron. At higher energies, multiple sextet

baryons — “neusons” (dark matter) and “prosons” will be similarly pro-

duced. Growing cross sections, coupling pomeron and electroweak physics

288



Fig. 3. The η6 at the LHC.

are clearly what should be looked for at the highest LHC energy. However,

low luminosity is essential!
Existing evidence, appropriately interpreted, includes

1. “Heavy Ion” UHE cosmic rays are dark matter neusons.

2. The spectrum knee is due to arriving/produced neuson thresholds.

3. Enhancement of high multiplicities and small p⊥ at the LHC reflects
a sextet anomaly generated triple pomeron coupling.

4. “Top quark events” are due to the η6 resonance — interference with
the background produces the Tevatron asymmetry.

5. W+W− and Z0Z0 pairs have high mass excess cross sections, with
the η6 resonance appearing at the “tt̄ threshold”.

6. The 125 GeV Higgs is the QUD (tRt̄L + η6) resonance.

7. The AMS e+/e− ratio reflects EW scale CR production of W ’s and
Z’s (+ neuson/antineuson annihilation?)

8. Low luminosity Tevatron/LHC events with a Z pair + high multiplicity
of small p⊥ particles, could be QUD (not Standard Model) events.

9. TOTEM+CMS missing momentum events could be ZZ → ν’s

6. The Low Luminosity Events

Interesting events were seen with initial low luminosity at the Tevatron

and the LHC, and also in the recent TOTEM-CMS low luminosity run.

The first CDF Z0Z0 event, shown in Fig. 4, was recorded in 2004 —

before pile-up! It was first counted as a Z0Z0 event, then rejected because

one electron was insufficiently isolated, and finally counted. It has some

remarkable features. A cut-off ET > 500 MeV leaves only a few extra

particles, but with ET > 100 MeV, many more (> 70) fill the rapidity
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Fig. 4. (a) p⊥ > 200 MeV, (b) ET > 500 MeV, (c) ET > 100 MeV (d) Z0Z0

production region.

axis away from the very forward Z0Z0 production region which, as shown

in Fig. 4(d), is almost out of the detector. While this is just what would
be expected for QUD events, a 4 electron event would have been very rare

in the Standard Model with the very small accumulated luminosity. Also,

the very high hadron multiplicity (which was discovered serendipitously) is

unexpected in the Standard Model. Unfortunately, pile-up made looking

for similar events at the Tevatron impossible. So, was this event part of a

(QUD predicted) forward cross section that was almost entirely missed?

The first CMS Z0Z0 event (4 µ′s), shown in Fig. 5, was recorded when

the accumulated luminosity was ∼2-3 pb−1. Therefore, naively, from ∼25

fb−1 we might expect ∼ 10,000 Z0Z0 events, yet only ∼ 400 have been

seen! It is a remarkably clean event; with p⊥ > 1 GeV there are only two

extra particles. With no cut-off there are twenty additional particles which

all have momenta in one or the other of the two forward directions. Also

< n > and < p⊥ > are close to minimum bias. Moreover, both Z0’s are

very central and p⊥(ZZ) is unusually low ∼ 3 GeV. Clearly, this does not

look like a Standard Model hard scattering event! Could it also have been

part of a QUD cross section, containing Z0 pair events distributed over a

wide range of rapidities, that were largely unseen because of pile-up?

A CMS 4e event with pile-up is shown in Fig. 6. The line of scatter-

ing vertices is clear. Not only is it obviously impossible to determine any

properties of associated soft hadrons produced with the Z0 pair, also more

forward-going leptons and photons will surely be very difficult to isolate!

290



Fig. 5. The first CMS Z0Z0 event.

Fig. 6. A CMS Z0Z0 event with pile-up.

In the recent CMS-TOTEM special run, the rapidity coverage was

CMS: |η| < 5.5, T1: 3.1 < |η| < 4.7, T2: 5.3 < |η| < 6.5, FSC: 6 < |η| < 8

For events with clearly isolated forward-going protons, and with rapidity

gaps imposed outside of T2, the central MTOT calculated from TOTEM Ro-

man pot measurements was compared with MCMS measured in the central

CMS detector. In events where MCMS ≪ MTOT corresponding additional

tracks were generally seen in the TOTEM T2 detector. However, in some

events no additional tracks were seen and in a few the missing mass was as

high as O(400) GeV. Could these events include Z0Z0 −→ 4ν’s, as part of

the large rapidity QUD Z0Z0 cross section?

7. The Low Luminosity Future?

QUD cross sections should increase with energy, but increased high lu-

minosity could still hide signals and, moreover, low luminosity runs will

be short and focus on small p⊥ physics. However, CMS-TOTEM is work-

ing well — with beautiful double-pomeron multi-jet event displays and also

“missing mass” events recorded. Assuming a major part of the cross section

has been missed at high luminosity, as I have argued, then some Z0Z0 and

W+W− pairs could be seen in the CMS detector, even at low luminosity.
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The unprecedented wide rapidity coverage of rapidity gaps and hadron mul-

tiplicities suggests that direct evidence for the link between pomeron and

electroweak physics, that I have described could be seen!

If the “nightmare scenario” persists after extensive high luminosity run-

ning, and significant evidence of new phenomena is seen in brief low lu-

minosity runs, we might hope (very optimistically) that, eventually, there

could be a transition to full-time low luminosity — with modified detectors?

If it is present, QUD physics would provide a rich and exciting program with

a wide variety of phenomena.

8. Some QUD Virtues

• QUD is self-contained and is either entirely right, or simply wrong!

• The scientific and aesthetic importance of an underlying massless field
theory for the Standard Model can not be exaggerated.

If hard evidence of an electroweak scale strong interaction appears, sup-

porting the existence of QUD, there will be a (perhaps needed?) radical

redirection of the field, from the pursuit of rare, elusive, probably non-

existent, short-distance physics, to the full-scale study of novel high-energy,

unexpectedly large cross section, long-distance physics.

Assuming the QUD S-Matrix can be derived as I have outlined, then

1. The only new physics is a high mass sector of the strong interaction
that gives electroweak symmetry breaking and dark matter.

2. Parity properties of the strong, electromagnetic, and weak interactions
are naturally explained.

3. The massless photon partners the “massless” Critical Pomeron.

4. Anomaly vertices mix the Reggeon states. Color factors could pro-
duce the wide range of Standard Model scales and masses, with small
Majorana neutrino masses due to the very small QUD coupling.

5. Particles and fields are truly distinct. Physical hadrons and leptons
have equal status.

6. Symmetries and masses are S-Matrix properties. There are no off-
shell amplitudes and there is no Higgs field.

7. As a massless, asymptotically free, fixed-point theory, QUD induces
Einstein gravity with zero cosmological constant.
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Measurement of the strong coupling αS from the 3-jet rate
in e+e− annihilation using JADE data
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We describe a measurement of the strong coupling αS(MZ0) from the
3-jet rate in hadronic final states of e+e− annihilation recorded with the
JADE detector at centre-of-mass energies of 14 to 44 GeV. The jets are
reconstructed with the Durham jet clustering algorithm. The JADE 3-jet
rate data are compared with QCD predictions in NNLO combined with
resummed calculations. We find good agreement between the data and the
prediction and extract

αS(MZ0) = 0.1199±0.0010(stat.)±0.0021(exp.)±0.0054(had.)±0.0007(theo.) .

1. Introduction

We report on a precision measurement of αS(MZ0) from the 3-jet rate

R3 in hadron production in e+e− annihilation1. The data were recorded

with the JADE experiment at the PETRA e+e− collider operated at DESY

from 1979 to 1986. The jets are defined with the Durham algorithm and

the data for the R3 are compared with combined next-to-next-leading-order

(NNLO) and next-to-leading-log (NLLA) QCD calculations [2]. The first

measurement of αS from R3 with NNLO QCD calculations was shown in [3].

Even though the data for this analysis was recorded more than 27 years

ago the results of this study are still valuable. Firstly, we obtain a precision

determination of the strong coupling constant. Secondly, we can provide

strong consistency checks of the recent QCD calculations based on theoret-

ical progress also relevant for predictions for the LHC experiments.

2. JADE detector and data

The JADE detector was a universal and hermetic detector covering a

solid angle of almost 4π. The interaction point was surrounded by a large

1 This article is a revised version of [1].
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tracking detector (jet chamber) of 1.6 m diameter and 2.4 m length inside a

solenoid magnet coil with a magnetic field of 0.48 T. Outside of the magnetic

coil was the electromagnetic calorimeter consisting of 2520 lead glass blocks

in the barrel section and 96 lead glass blocks in each endcap with a total

acceptance of 90% of 4π. The measurement of hadronic final states relies

mainly on these two detector systems. More details can be found e.g. in [4].

A technical drawing of the JADE detector is shown in figure 1.

Fig. 1. The JADE detector.

The data used in the analysis are from the JADE experiment which

operated at the PETRA e+e− collider at DESY in Hamburg, Germany,

from 1979 to 1986. The main data samples were collected at centre-of-mass

(cms) energies of 14, 22, 35, 38 and 44 GeV. The integrated luminosities

range from about 1/pb at 14 and 22 GeV to about 100/pb at 35 GeV and

correspond to sample sizes of O(103) events at 14, 22, 38 and 44 GeV and

O(105) events at 35 GeV.

3. QCD predictions

The Durham jet clustering algorithm [5] defines yij = 2min(Ei, Ej)
2(1−

cos θij)/s as distance in phase space between a pair of particles or jets i

and j with energies Ei, Ej and angle θij between them. The pair with the

smallest yij is combined by adding their 4-vectors, the particles or jets i, j

are removed and the combined 4-vector is added. This procedure is repeated
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until all yij > ycut. The 3-jet rate for a given value of ycut at a cms energy

Q =
√

s is defined as R3(ycut, Q) = N3−jet(ycut, Q)/N(Q), where N3−jet

is the number of 3-jet events and N is the total number of events in the

sample. The 3-jet rate is a measurement of σ3−jet(ycut, Q)/σhad(Q) where

σ3−jet(ycut, Q) is the exclusive 3-jet cross section and σhad(Q) is the total

hadronic cross section.

The NNLO QCD prediction [6, 7] can be written as:

R3,NNLO(ycut, Q) = A(ycut)α̂S(Q) + B(ycut)α̂
2
S(Q) + C(ycut)α̂

3
S(Q) (1)

with α̂S(Q) = αS(Q)/(2π). The coefficient functions A(ycut), B(ycut) and

C(ycut) are obtained by numerical integration of the QCD matrix elements

in LO, NLO or NNLO. The resummed NLLA calculations use an improved

resummation scheme [8] including the so-called K-term to take some sub-

leading logarithmic terms into account and are matched to the NNLO pre-

diction [2]. Figure 2 (left) shows these QCD predictions as black band

with theory uncertainties defined by changing the renormalisation scale of

the theory µ by a factor of 1/2 or 2. The other bands show NLO and

NLO+NLLA+K predictions for comparison. The theoretical uncertainties

of the NNLO+NLLA+K prediction are significantly smaller compared to

the less advanced predictions.

4. Data analysis

The data from the JADE experiment for the 3-jet rate R3 are corrected

for the effects of detector resolution and acceptance and for photon ini-

tial state radiation to the so-called hadron-level using samples of simulated

events. The expected contributions from e+e− → bb̄ events are subtracted.

The Monte Carlo generators PYTHIA 5.7, HERWIG 6.2 or ARIADNE 4.11

with parameter settings from OPAL are used to produce the simulated

events together with a full simulation of the JADE detector. The corrected

data for R3 are well described by the simulations.

The QCD predictions have to be corrected for effects of the transition

from the partons (quarks and gluons) of the theory to the particles of the

hadronic final state. These so-called hadronisation corrections are taken

from the samples of simulated events by comparing R3 values after the

parton shower has stopped (parton-level) and the hadron-level consisting of

all particles with a lifetime larger than 300 ps. OPAL has compared for the

observable 2 y23 the parton-level predictions of the NNLO+NLLA theory

and the simulations and found agreement within the differences between the

three simulations [9]. Thus it is justified to use the simulations to derive the

2 The distribution of yij values for which events change from 2 jets to 3 jets.
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Fig. 2. (left) QCD predictions for R3 in NLO, NLO+NLLA+K and

NNLO+NLLA+K are shown by bands as indicated on the figure. The widths

of the bands reflect the renormalisation scale uncertainty. (right) Fit of the

NNLO+NLLA+K prediction to the R3 data at
√

s = 35 GeV corrected for exper-

imental effects. The data points included in the fit are indicated by the horizontal

arrow. The insert shows the difference between data and fitted QCD prediction

divided by the combined statistical and experimental error [2].

hadronisation corrections, since the hadronisation systematic uncertainty

evaluated by comparing the three simulations covers any discrepancies.

The theory is compared with the data using a χ2-fit with αS as a free

parameter. The statistical correlations between the data points for R3(ycut)

are taken into account. Only data points within a restricted range of ycut

are used in the fits to ensure that the experimental and hadronisation cor-

rections are under control and that the QCD predictions are reliable.

Several sources of systematic uncertainty are investigated. Experimental

uncertainties are evaluated by repeating the analysis with different event se-

lection cuts, reconstruction calibration versions, samples of simulated events

to derive the corrections for experimental effects, and with different fit

ranges. The experimental uncertainties are dominated by the different de-

tector calibrations and the experimental corrections based on PYTHIA or

HERWIG. Hadronisation uncertainties are estimated by changing the Monte

Carlo generator for hadronisation corrections from PYTHIA to HERWIG

or ARIADNE. The differences between PYHTIA and HERWIG determine

this uncertainty. Theoretical systematic uncertainties are found by repeat-

ing the fits with the renormalisation scale factor xµ = µ/Q changed from

xµ = 1 to 0.5 or 2.
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5. Results

The fit of the NNLO+NLLA+K QCD prediction to the 3-jet rate data

at
√

s = 35 GeV is shown in figure 2 (right). The fitted prediction agrees

well with the data corrected to the hadron-level within the fit range. The

extrapolation to the other data points also gives a good description of the

data. For this fit based on statistical errors we find χ2/d.o.f. = 1.2. The

fits at the other cms energies are similar with 1.2 < χ2/d.o.f. < 4.1 except

at
√

s = 14 GeV where we have χ2/d.o.f. = 6.3. At the lowest cms energy

the hadronisation corrections are significantly larger compared to the other

cms energies. The individual fit results for αS are shown in figure 3 (left)

as a function of the cms energy where they were obtained.
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Fig. 3. (left) Results for αS from the JADE energy points are shown. The lines

give the prediction from the 3-loop QCD evolution with uncertainties for the value

of αS(MZ0) as indicated on the figure. (right) The result for αS(MZ0) from this

analysis (solid point) is compared with results from [10, 11, 9, 3] (solid triangles)

and the current world average value [12, 13, 14]. The error bars show total errors.

The individual results for αS are evolved to αS(MZ0) using the 3-loop

evolution equations. Then they are combined into a single value taking

account of correlated experiental, hadronisation and theory uncertainties

as described in [2]. The result from
√

s = 14 GeV is excluded from the

combined value since it has a much larger value of χ2/d.o.f. and larger

hadronisation corrections compared to the other results. The combined

value is

αS(MZ0) = 0.1199 ± 0.0010(stat.)± 0.0021(exp.) ± 0.0054(had.)

±0.0007(theo.) . (2)
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The errors are dominated by the hadronisation correction uncertainties.

As a cross check the analysis is repeated with NNLO QCD predictions

using the same fit ranges with xµ = 1. We find larger values of χ2/d.o.f.,

a less satisfactory description of the R3 data and larger uncertainties from

variations of the fit ranges compared to the NNLO+NLLA+K fits. The

NNLO predictions do not reproduce the slope of the R3(ycut) data as well

as the NNLO+NLLA+K predictions. A similar observation can be made in

the analysis of [3].

In figure 3 (right) the result of this analysis is compared with other

measurements of αS(MZ0) using the 3-jet or 4-jet rate based on the Durham

algorithm. The JADE measurement with y23 is highly correlated with our

measurement using R3 and the good agreement of the results is a strong

consistency check. The agreement with the other results and with the world

average value is also satisfactory within the uncertainties.

6. Conclusion

We have shown the first measurement of αS(MZ0) using the 3-jet rate

with the Durham algorithm and matched NNLO+NLLA+K QCD calcula-

tions and data from the JADE experiment. The agreement between data

and the NNLO+NLLA+K QCD prediction is improved compared to less

advanced predictions. The errors are dominated by the hadronisation cor-

rection uncertainties as expected at the low cms energies of the JADE exper-

iment. However, the data of the JADE experiment at comparatively small

cms energies can now be analysed with rather good precision thanks to the

progress in perturbative QCD calculations and Monte Carlo simulations

made since the data were recorded. Our analysis provides an independent

and strong cross check on those recent QCD calculations made for the LHC

which have related Feynman diagrams or share calculation techniques.

The author would like to thank the organisers of the ISMD 2013 confer-

ence for the opportunity to present these results and for a stimulating and

fruitful meeting.
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Measurement of hadron production
in Deep Inelastic Scattering

H. Jung (on behalf of the H1 Collaboration)

Deutsches Elektronen Synchrotron, D-22603 Hamburg,
Elementaire Deeltjes Fysica, Universiteit Antwerpen, B 2020 Antwerpen

Measurements of charged particle densities and K0
s and Λ produc-

tion in deep inelastic scattering at HERA are presented and compared
to Monte Carlo event generator predictions. The measurements provide
sensitive tests for the initial state parton radiation process as well as for
the hadronization process.

1. Introduction

In deep inelastic scattering (DIS) at the ep collider HERA small values
of Bjorken-x can be accessed where the interaction with the virtual photon
may originate from a cascade of partons as illustrated in Fig. 1(left). The
transverse momentum spectrum of charged particles measured in deep in-
elastic scattering is a sensitive probe to parton radiation at the high pT tail
of the spectrum while at small pT the contribution from hadronization be-
comes significant. The measurement of strange particle production provides
additional information on the hadronization process.

2. Charged Particle Spectra

The charged particle spectra [1] are presented in the hadronic centre-of-
mass frame (HCM), to minimize the effect of the transverse boost from the
virtual photon. Particles with η∗ > 0 belong to the current hemisphere and
particles with η∗ < 0 originate from the target (proton remnant) hemisphere
(Fig.1 right).

The charged particle densities as a function of η∗ are shown separately
for pT < 1 GeV and for 1 < pT < 10 GeV in Fig. 2. The sensitivity
to hadronization effects obtained with RAPGAP [2] (based on the DGLAP
shower evolution) with three sets of fragmentation parameters are compared
to the data in Fig. 2: parameters tuned by ALEPH [3], by the Professor
collaboration [4] and from default PYTHIA6.424 [5]. Significant differences
are visible in the soft pT region: the data are best described by the ALEPH
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Fig. 2. Charged particle density as a function of η∗ compared to RAPGAP pre-
dictions for three different sets of fragmentation parameters. The predictions are
obtained using CTEQ6L(LO) PDF.

tune. At large transverse momenta none of the fragmentation parameter
sets describes the data. In Fig. 3 the charged particle densities are shown
as a function of η∗ in (x,Q2) intervals for the range 1 < pT < 10 GeV. The
shape of the distributions changes with x and Q2. At small values of x and
Q2 the measured distributions are less dependent on η∗ compared to the
region at high x and Q2. However, none of the models describes all aspects
of the data. The prediction of CASCADE [6] (based on CCFM) agrees
reasonably well with the measurement at low x and Q2, but overshoots the
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data significantly as x or Q2 increases.
In Fig. 4 the charged particle densities are shown for two pseudorapidity

intervals, 0 < η∗ < 1.5 (central) and 1.5 < η∗ < 5 (current) as a function pT .
The shapes of the distributions in the two pseudorapidity ranges are similar.
Only DJANGOH [7] (based on the Color Dipole Model) describes reasonably
well the data but shows deviations from the measurements at high pt in
the current region. The other models fail to describe the data, with the
strongest deviations being observed in the central region. CASCADE in
general produces higher particle densities than measured. In summary, at
small pT , the data are reasonably well described by DJANGOH, as well as
by RAPGAP. At high pT and at low η∗, RAPGAP severely undershoots the
data. The differences are most pronounced at lowest x and Q2, and decrease
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Fig. 4. Charged particle density as a function of pT for different η∗ ranges compared
to different Monte Carlo generator predictions.

with increasing x and Q2 values. CASCADE gives a reasonable description
only at the lowest x and Q2, but overall predicts higher charged particle
densities than observed in data. The Color Dipole Model implemented
in DJANGOH is the best among the considered models and provides a
reasonable description of the data.

3. Measurement of K0
s and Λ Baryons

In DIS at HERA strange quarks may be created in the hard sub-process
by originating directly from the strange sea of the proton in a quark-parton-
model (QPM) like interaction, from boson-gluon-fusion or from the decays
of heavy flavored hadrons. The dominant source for strange hadron produc-
tion, however, is the creation of an ss̄ pair in the non-perturbative fragmen-
tation process. In the modeling of the fragmentation process strange quarks
are suppressed compared to the production of light quarks, controlled by
the strangeness suppression factor λs.

The K0
s mesons are measured by the kinematic reconstruction of its

decay K0
s → π+π− in 7 < Q2 < 100 GeV2, 0.1 < y < 0.6. The ratio

of the differential cross section for K0
s [8] production to inclusive charged

particle production is shown in Fig. 5 as a function of η and pT compared to
DJANGOH using three different values of the suppression factor λs ranging
from 0.220 to 0.35. The ratio as a function of η is well described and a high
sensitivity on the value of λs is observed. However, the shape in pT is not
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Fig. 5. Ratio of K0
s to charged particle production as a function of η and pT in

comparison to DJANGOH (CDM) for three different values of λs.
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well reproduced.
Λ baryons are measured by their decay Λ → pπ− in 145 < Q2 < 20000

GeV2, 0.2 < y < 0.6. In Fig. 6 the ratio of Λ production to inclusive DIS
[9] is shown as a function of x and Q2 and compared to the expectations
from RAPGAP and DJANGOH for λs = 0.286 and λs = 0.220. The best
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description is provided by DJANGHO using λs = 0.220, different to what
is observed for K0

s production, where the best description is for λs = 0.286.

4. Summary

Charged particle densities in ep collisions have been measured and com-
pared to Monte Carlo event generators. While at small pT hadronization is
dominant and the parameters can be tuned to describe the measurements,
at larger pT hadronization plays little role and parton radiation from the
initial state becomes dominant. None of the Monte Carlo generators studied
is able to describe the spectrum of charged particles over the full kinematic
range.

Strange particle production in DIS is sensitive to the hadronization pro-
cess and the measurements can be used to determine the suppression of
strange particle production compared to pions. The suppression factors
which best describe the measurements are different for K0

s and Λ baryons,
indicating that the modeling of strange particle production is more compli-
cated than implemented in the investigated models.

It is important to note, that charged and strange particle production in
DIS does not suffer from contributions of multiparton interactions compared
to hadron-hadron collisions at the LHC.
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Low-energy exclusive cross sections and inclusive
production of identified charged hadrons with Babar
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Recent measurements of exclusive hadronic cross sections from the
Babar Collaboration at SLAC are presented. Specifically, we present re-
sults on the e+e− → K+K−(γ), pp, KSKL, KSKLπ

+π−, KSKSπ
+π−,

and KSKSK
+K− cross sections performed using events with initial-state

photon radiation, which allows the cross sections to be measured at low
energy and over an extended energy range. In addition, we present results
on the inclusive momentum spectra of identified charged pions, kaons, and
protons at the fixed center-of-mass energy of 10.54 GeV, allowing new tests
of QCD.

1. Introduction

The Babar experiment operated at the PEP-II asymmetric-energy e+e−

collider at SLAC from 1999-2008. The data analysis is still very active,
with around 30 physics publications expected in 2013. Most data were col-
lected at the energy of the Υ(4S) resonance, just above the threshold to
produce a BB bottom-quark meson pair. The BB event sample was (and
still is being) used to study CP violation and to probe the physics of the
Cabibbo-Kobayashi-Maskawa quark-mixing matrix. Babar also collected
large samples of e+e− → cc and e+e− → τ+τ− events and has many re-
sults on charm meson and tau lepton physics. The topics of the current
presentation are something yet different, however: events with initial-state
photon radiation (ISR), which give access to measurements of low-energy
exclusive e+e− cross sections, and recent results on the inclusive production
of identified charged hadrons (π±, K±, p) at the fixed center-of-mass energy
of 10.54 GeV.

2. The e+e− → K+K−(γ) cross section and K± form factor

Our recent measurement of the e+e− → K+K−(γ) cross section [1] fits
into a broad Babar ISR program to provide a precise low-energy measure-
ment of the inclusive e+e− → hadrons cross section by summing exclusive

307



Fig. 1. Babar results for the e+e− → K+K−(γ) cross section, (left) over the full
energy range probed and (right) in the 1.04 ≤

√
s′ ≤ 1.60 GeV region.

channels. One measures the σ(e+e− → X γ ISR) cross section, with “X” the
exclusive state, as a function of the mass

√
s′ = mX of the state, where√

s′ is the effective c.m. energy. The sum of exclusive channels provides a
more accurate determination of the cross section than a measurement based
on the inclusive recoil against the ISR photon γ ISR because it yields better
mass (

√
s′) resolution. With the K+K− results presented here, Babar covers

essentially the complete set of significant exclusive channels.
The low-energy e+e− → hadrons inclusive cross section is needed for

the calculation of the hadronic correction to the vacuum polarization con-
tribution to the muon magnetic anomaly aµ, namely for the standard model
prediction of the muon g− 2 value. Note that aµ cannot be calculated per-
turbatively. Instead one uses the measured low-energy e+e− → hadrons
inclusive cross section in conjunction with dispersion relations.

We measure the number of K+K−(γ) events in intervals of
√
s′. We

allow the possibility of an additional photon “(γ),” beyond the ISR photon,
in order to keep the uncertainty of the event acceptance below 10−3. The
luminosity is monitored by measuring the number of µ+µ−(γ) events within
the same data sample. Thus knowledge of the absolute luminosity is not
necessary and there is no reliance on theoretical expressions for radiator
functions, reducing systematic uncertainties.

Events are required to contain two charged tracks consistent with a
K+K− pair. The photon with highest energy is identified as the ISR pho-
ton. The ISR photon must have at least 3 GeV in the c.m. frame and lie
within 0.3 radians of the missing momentum vector formed from all other re-
constructed particles in the event (this last requirement strongly suppresses
non-ISR events). Background events, which mostly arise from other ISR
processes, are subtracted, and the data are corrected to account for finite
detector resolution.

The measured cross section is shown in Fig. 1 (left). The Babar results
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Fig. 2. (left) The charged kaon form factor measurement from Babar. The solid
green line shows the result of a fit of the QCD shape αS(s′)/s′ to the data. The
solid blue line shows the QCD result including the predicted absolute normaliza-
tion. (right) The missing-mass-squared distribution (preliminary) for untagged
γ ISR events in the e+e− → pp channel.

cover a large energy range compared with previous experiments and six or-
ders of magnitude in cross section. The precision of the results is emphasized
in Fig. 1 (right), which shows the Babar results in a zoomed energy range
in comparison with results from other experiments. Concerning the muon
anomaly, the Babar results yield aKK,LO

µ = 22.93± 0.18(stat.)± 0.22(syst.),
compared with the previous result aKK,LO

µ = 21.63± 0.27(stat.)± 0.68(syst.),
and thus improve the precision of the KK contribution to aµ by about a fac-
tor of three.

We also extract the charged kaon form factor, shown in Fig. 2 (left).
For
√
s′ ≥ 2.5 GeV, in the region above the hadron resonances, the shape

of the QCD prediction αS(s′)/s′ (with αS the strong coupling strength)
agrees with the data. However the predicted normalization is wrong by an
order of magnitude. The Babar measurements agree with those from the
CLEO experiment [2], shown by the three red squares in Fig. 2 (left). CLEO
has results at three energy points only because they use fixed c.m. energies
rather than the ISR method.

3. The proton form factor

A similar ISR technique to that described above for e+e− → K+K−(γ)
events is used to select e+e− → pp events. Babar has two recent studies of
the ppγ ISR channel: one where the photon is reconstructed in the detector
(“tagged”) [3] and one where it is not (“untagged”) [4]. The tagged analysis
updates a previous Babar publication [5] using twice as much data and im-
proved analysis techniques. In the untagged analysis, which is preliminary,
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Fig. 3. The proton form factor measurement from the (left) tagged-γ ISR pp analysis
at low

√
s′ and (right) from the untagged (preliminary) and tagged analyses at high√

s′, in comparison with the results from other experiments.

the ISR photon is colinear with the beam axis, leading to a p and p that
can be widely separated in phase space and thus to events with a large pp
invariant mass. The untagged analysis greatly improves the precision of the
results for

√
s′ > 3 GeV.

For the untagged analysis, the key selection variables are the summed
transverse momentum of the identified p and p and the missing-mass-squared
M2

miss recoiling against the pp pair (both quantities should be about zero for
signal events). Figure 2 (right) shows the measured M2

miss distribution after
all selection criteria for the analysis are applied except for that on M2

miss: a
clear signal peak with little background is seen at M2

miss ≈ 0.
Figure 3 shows our measurements of the proton form factor. The left

plot, from the tagged analysis (large angle “LA” γ ISR), confirms the en-
hancement of the e+e− → pp cross section just above the pp threshold and
demonstrates the precision of the Babar results over a wide energy range.
The right plot, from the untagged analysis (small angle “SA” γ ISR) illus-
trates the much increased precision achieved at high mass values with the
untagged sample.

4. The e+e− → KSKL, KSKLπ
+π−, KSKSπ

+π−, and KSKS

K+K− channels

These studies, currently all preliminary, are also based on the ISR tech-
nique. For the e+e− → KSKL analysis, we require events to contain exactly
one KS → π+π− candidate that is consistent with arising from the primary
interaction point (IP) and to have no charged tracks consistent with the IP.
The KL detection efficiency is measured from data using events in the dom-
inant e+e− → φγ ISR → KSKLγ ISR channel: a clean KL signal is seen,
even though no explicit KL selection criteria are applied. We then apply
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Fig. 4. Cross section measurements of the (left) e+e− → KSKL and (right) e+e− →
KSKLπ

+π− processes (preliminary).

KL selection criteria to this sample, identifying a KL candidate as an iso-
lated cluster in the electromagnetic (EM) calorimeter with energy larger
than 0.2 GeV and within 0.5 radians of the expected KL direction based on
the event kinematics. The KL detection efficiency is thereby measured to
be around 48%, about 6% lower than predicted by the simulation. Corre-
sponding corrections are subsequently applied to the simulatedKL detection
efficiency as a function of the KL energy and direction.

We then study the non-resonant e+e− → KSKL channel (KSKL invari-
ant mass larger than 1.06 GeV). Contributions from e+e− → KSKL(nπ0)
events with n ≥ 1 are suppressed by requiring the energy of additional
EM clusters in the event to be less than 0.5 GeV. Sidebands in the data
are used to evaluate and subtract residual background. The results for the
e+e− → KSKL cross section are shown in Fig. 4 (left). The Babar data
are seen to be precise and to cover a larger energy range than previous
experiments, as for the K+K− and pp analyses presented above. Clear
evidence is obtained for production through the φ(1600) resonance: we ob-
serve around 1000 events in the φ(1600) region, compared to 58 events for
the only previous measurement in this region, from the DM1 experiment in
1981 [6].

Similar techniques are used to study the e+e− → KSKLπ
+π−, KSKS

π+π−, and KSKSK
+K− channels. These are the first measurements ever

for these three cross sections. As an example, the results for the e+e− →
KSKLπ

+π− cross section are shown in Fig. 4 (right). A clear J/ψ meson
peak is observed. Clear J/ψ peaks are also seen in the KSKSπ

+π− and
KSKSK

+K− channels. From the J/ψ results, we extract the first measure-
ments of the corresponding J/ψ branching fractions, which are summarized
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Table 1. J/ψ branching fractions from the e+e− → KSKLπ
+π−, KSKSπ

+π−, and
KSKSK

+K− analyses.

Branching fraction (×10−3) Babar (preliminary) PDG (2012)
BJ/ψ→KSKLπ+π− 3.7± 0.6± 0.4 No entry
BJ/ψ→KSKSπ+π− 1.68± 0.16± 0.08 No entry
BJ/ψ→KSKSK+K− 0.42± 0.08± 0.02 No entry

in Table 1.

5. Identified charged hadron production

The final topic is not about ISR events but rather about the inclu-
sive production of identified charged pions, kaons, and protons at Ec.m. =
10.54 GeV [7], with Ec.m. the c.m. energy. The multiplicity and momentum
spectra of identified charged hadrons provide a basic characterization of
multihadronic events as well as information on how hadronization depends
on hadron mass, strangeness, and baryon number.

Precise measurements of identified charged hadron spectra at energies
around 91 GeV were provided by the LEP and SLD experiments. How-
ever, until the present work and and roughly contemporaneous results from
the Belle Collaboration [8], the only e+e− annihilation results on identi-
fied charged hadrons at Ec.m. ≈ 10 GeV were from the ARGUS experi-
ment [9]. The BES experiment presented distributions of inclusive charged
particle multiplicity and momentum for c.m. energies between around 2 and
5 GeV [10], but not results for identified hadrons.

The Babar analysis makes use of 0.91 fb−1 of data collected in the e+e−

continuum region at 10.54 GeV. This represents only about 0.2% of the
total Babar data sample but is sufficient because the uncertainties are dom-
inated by systematic terms. Charged tracks are required to have momenta
above 200 MeV so that the particle identification (PID) efficiencies are well
determined. In total, 2.2 million events are selected. As for all the studies
discussed above, Monte-Carlo-(MC)-simulation-derived track-selection and
PID efficiencies are corrected to account for data-MC discrepancies using
control samples in the data. The background, which primarily arises from
e+e− → τ+τ− events, is subtracted. We mostly use prompt particles in
presenting results, which means that the decay products of KS mesons and
weakly decaying baryons are not included. This differs from the convention
generally used by the LEP and SLD experiments.

The results for the inclusive identified charged hadron spectra are shown
in Fig. 5 (left). The data are displayed in bins of xp = 2p∗/Ec.m., where
p∗ is the c.m. particle momentum. The results are shown (from top to
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Fig. 5. (left) Scaled momentum spectra for charged pions, kaons, and protons;
(right) Comparison of the scaled momentum spectra of charged pions and protons
for the SLD, TASSO, and Babar experiments.

bottom) for charged pions, kaons, and protons. The corresponding results
from ARGUS are also shown. The Babar and ARGUS data agree once the
small difference in c.m. energy is accounted for. The Babar data for kaons
and protons are seen to be far more precise than those of ARGUS.

The precise low Ec.m. Babar data allow the scaling behavior to be inves-
tigated. Figure 5 (right) shows the Babar data (black points) for charged
pions (top) and protons (bottom) in comparison with the corresponding re-
sults from SLD at 91.2 GeV [11] (green points). Intermediate-energy results
from the TASSO experiment [12] are also shown. Clear scaling violations
are observed, i.e., the Babar and SLD data do not agree with each other.
At large values of xp, the scaling violation is attributed to the running
of the strong coupling strength αS , while at small xp it is a hadron-mass
effect. Shown in comparison with the data are predictions from the Jet-
set [13] MC event generator. The green and black Jetset curves correspond
to Ec.m. = 10.54 and 91.2 GeV, respectively. For charged pions (top right
plot of Fig. 5), the black curve goes through the black points and the green
curve through the green points, so the scaling behavior is well described.
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For protons, however (bottom right plot of Fig. 5), the black curve lies above
the black points, indicating that the scaling violation is overestimated by
the simulation.

6. Summary

Babar has a strong and comprehensive program in the measurement of
exclusive e+e− → hadrons cross sections using the ISR method. Sum-
ming the exclusive channels yields improved results for the inclusive cross
section, which is important for the precision of the standard model pre-
diction for the muon anomaly aµ. The ISR method allows precise mea-
surements of exclusive cross sections over an extended effective c.m. en-
ergy range. Recent Babar results based on the ISR method are presented
for the the e+e− → K+K−(γ), pp, KSKL, KSKLπ

+π−, KSKSπ
+π−, and

KSKSK
+K− processes.

In addition, precise measurements of the inclusive momentum spectra
of identified charged pions, kaons, and protons at Ec.m. = 10.54 GeV are
presented. These results allow new tests of QCD predictions, both for scal-
ing violations and MLLA calculations (the comparison of data with MLLA
results is omitted from this report due to length constraints).
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Stochastic mechanism of color confinement
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It is shown that in stochastic QCD a vacuum color quark is confined
due to the interaction with environment, chaotic dynamics of Yang-Mills-
Higgsfields, decoherence of pure color state into mixed white (colorless)
state and also squeezed, and entangled states appearance. Critical energy
of order-chaos transition is obtained which depends on Higgs boson mass.
Stochasticity is the root of color confinement disappearing of color at con-
finement radius.

1. Stochasticity

Let us take a heavy spinless color particle (”quark”) in the QCD vac-

uum, for example inside a hadron or deconfined QGP. QCD vacuum is the

environment for color quantum particles whose properties are averaging over

all external QCD vacuum implementations [1–5]. Interactions with the en-

vironment result in decoherence and relaxation of quantum superpositions

[6, 7]. Interactions of some quantum system with the environment can be

effectively represented by additional stochastic terms in the Hamiltonian

of the system. QCD vacuum represents itself namely as a stochastic (not

coherent one) system. Stochastic means that only the second order corre-

lators in the QCD vacuum are dominated (Gauss domination). It has been

confirmed by lattice calculation. The most important evidence for this is

Casimir scaling [8]. The model of the QCD stochastic vacuum is one of the

popular phenomenological models which exhibits quark confinement, string

tension and field configurations around static charges [9–12]. When con-

sidering a QCD stochastic vacuum as the environment for color quantum

particles with the averaging over external QCD stochastic vacuum imple-

mentations, we obtain as consequences decoherence, relaxation of quantum

superpositions, loss of information, and confinement of color states.

† Email: kuvshinov2003@gmail.com
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2. Density matrix

In the situation of a quantum system (quark) in the environment (stochas-

tic QCD vacuum) a density matrix is the most adequate formalism. The

color particle density matrix of the system taking into account both color

particle and QCD stochastic vacuum as environment is obtained by averag-

ing with respect to the stochastic terms [1–5]

ρ(loop, 1 2) =< |φ(1)〉〈φ(2)| >, (1)

here we average over all implementations of stochastic gauge field (environ-

ment degrees of freedom). In the model of QCD stochastic vacuum only

expectation values of path ordered exponents over closed paths are defined.

The amplitude is obtained by parallel transport [1–5]

|φ(1)〉 = P exp

(

i

∫

dxµÂµ

)

|φin〉, (2)

Closed path corresponds to a process in which the particle-antiparticle pair

is created, propagates and finally annihilates. With the help of (1) and (2)

we can obtain the next expression

ρ(loop, 1 2) = N−1

c + (|φin〉〈φin| − N−1

c )Wadj(loop, 1 2). (3)

Here Nc is a number of colors, Wadj(loop, 1 2) is the Wilson loop in the

adjoint representation, and we have used the property that color density

matrix in color neutral stochastic vacuum can be decomposed into the pieces

transformed under trivial and adjoint representations [4].

As is known due to Casimir scaling, decay rates of Wilson loops in differ-

ent representations are proportional to each other , in particular Wfund(loop,
1 2) and Wadj(loop, 1 2). Decay of Wfund(loop, 1 2) points at confinement of

color charges. Simultaneously we have decay of Wadj(loop, 1 2) that means

from Eq. (3) that the color density matrix obtained as a result of parallel

transport along the (loop, 1 2) tends under the confinement regime to the

color density matrix of white (colorless) mixture ρ = N−1

c . Here all color

states are mixed with equal probabilities and all information on initial color

state is lost. The stronger the color states are confined the stronger their

states transform into the white mixture.

So, as the Wilson area law holds for the Wilson loop (confinement cri-

terion), we can obtain an explicit expression for the density matrix if we

choose for example the rectangular (loop 1 2) spanned in terms of time T

and distance R [2, 4]. When R or T are of order of 1 fm (for SU(3) theory),

the Wilson loop decays exponentially with the area spanned on (loop 1 2)

ρ(loop, 1 2) = N−1

c + (ρin − N−1

c ) exp(−σadjRT ), (4)
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where σadj = σfundGadjG
−1

fund is string tension in the adjoint representation

and Gadj , Gfund are the eigenvalues of quadratic Casimir operators. Under

the condition of Gaussian dominance, string tension is σfund = g2l2corrF
2/2,

where g is the coupling constant, lcorr is the correlation length in the QCD

stochastic vacuum, and F 2 is the average of the second cumulant of curva-

ture tensor when g2l2corrF
2 ≪ 1 [12].

The decoherence rate of transition from pure color states to white mix-

ture can be estimated on the base of purity [6] P = Tr ρ2 [4]

P = N−1

c + (1 − N−1

c ) exp(−2σfundGadjG
−1

fundRT ). (5)

When T or R tend to 0, P → 1, that corresponds to pure state with

the density matrix ρin = |φin〉〈φin|. When composition RT tends to infin-

ity the purity tends to N−1

c , that corresponds to the white mixture state

with the density matrix N−1

c . The rate of purity decreasing is T−1

dec =

2σfundGadjG
−1

fund, where Tdec is the characteristic time of decoherence pro-

portional to QCD string tension and distance R. It can inferred from (3)

and (4) that the stronger is particle-antiparticle pair coupled by QCD string

or the larger is the distance between particle and antiparticle the quicker

information about color state is lost as a result of interaction with the QCD

stochastic vacuum. Thus white states can be obtained as a result of de-

coherence process which allows to conjecture analogy with color particle

confinement. Information on quark color states in confinement region is

lost due to interactions between quarks and confining non-Abelian gauge

fields (stochastic QCD vacuum).

3. Confinement, fidelity, critical energy of order-chaos
transition and mass of the Higgs boson

The Wilson loop definition in QCD is similar [13] to the definition of

fidelity [8], the quantity which describes the stability of quantum motion of

the particles [14]. Using the analogy between the theory of gauge fields and

the theory of holonomic quantum computations [13, 15, 16] we can define

the fidelity of quark motion. We consider the motion of color particles

in different paths from the point x to the point y. In the initial point x
state vectors are |φin〉. For large particle mass and taking into account

that because of Hermitian character of Âµ operator (1) is unitary. We can

rewrite fidelity as integral over the closed loop, traveling from point x to

the point y

f =< 〈φin|P exp

(

i

∫

dxµÂµ

)

|φin〉 > (6)

in the path 1 and back to the point x in the path 2 and obtain integral

proportional to the identity due to the color neutrality of stochastic vacuum.
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The final expression for the fidelity of the particle moving in the Gaussian-

dominated stochastic vacuum is

f = exp

(

−1

2
g2l2corrF

2S

)

, (7)

where S is the area of the surface spanned over the contour (loop, 1 2). Thus

the fidelity for color particle moving along contour decays exponentially with

the surface spanned over the contour S the decay rate being equal to the

string tension is σfund = g2l2corrF
2/2. Another situation, more close to

the standard treatment of the fidelity, is realised when 1 and 2 are two

random paths in Minkowski space, closed to each other. The corresponding

expression for the fidelity is similar, but now the averaging is performed with

respect to all random paths which are close enough. If the unperturbed path

is parallel to the time axis in Minkowski space, the particle moves randomly

around some point in three dimensional space. The fidelity in this case also

decays exponentially with time. Thus we have close connection between

confinement and instability of color particle motion.

The increasing of instability of motion in the confinement region is also

connected with existence of chaotic solutions of Yang-Mills field [1, 17],

possible chaos onset [18]. Yang-Mills fields already on classical level show

inherent chaotic dynamics and have chaotic solutions [17, 18]. It was shown

that the Higgs boson and its vacuum quantum fluctuations regularize the

system and lead to the emergence of order-chaos transition at some critical

energy [13, 19–21]

Ec =
3µ4

64π2
exp(1 − λ

g4
). (8)

Here µ is mass of Higgs boson, λ is its self-interaction coupling constant, g
is the constant coupling gauge and Higgs fields. Very important here is the

value of mass of Higgs boson. From Ref. [22]: “Higgs mass lower than some

critical value and potential is unstable, and the universe can phase transition

to another vacuum.” On the other hand, in the region of confinement there

exists the boundary of order-chaos transition where the fidelity decreases

exponentially and which is equal to string tension σfund = g2l2corrF
2/2.

This connects the properties of stochastic QCD vacuum, Higgs boson mass

and coupling constants.

4. Squeezed and entangled color states

The instability of motion in the confinement region is also connected

with possible phenomena of quantum entanglement and squeezing of color

states [23–27].
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Color particles moving through QCD vacuum with large momentum

transfered develop quark-gluon jets. Both perturbative and nonperturba-

tive (with sub-Poissonian multiplicity distributions) stages of the jet evolu-

tion are important [28]. Gluon multiplicity distribution at the end of the

perturbative cascade in the range of the small transverse momenta (thin

ring of jet) is Poissonian one [29]. Multiplicity distribution for the whole jet

at the end of the perturbative cascade can be represented as a combination

of Poissonian distributions (coherent states.). Gluon coherent states un-

der the influence of the nonlinearities of QCD Hamiltonian transform into

the squeezed and entangled states with sub-(super-)Poissonian multiplicity

distributions [24–26]. Within local parton-hadron duality we can estimate

nonperturbative contribution of the gluon squeezed states to the pion cor-

relation functions in the jet narrow ring [30].

The emergence of entangled and squeezed states in QCD becomes pos-

sible due to the four-gluon self-interaction, the three-gluon self-interaction

does not lead to the effects [24–26]. In principle, these effects are possible

even for quadratic Hamiltonians in the quantum theory under certain con-

ditions. Moreover we may amplify or, on the contrary, weaken both the

squeezing effect and the system instability [31].

Two mode gluon squeezed and entangled states with two different colors

can lead to quark-antiquark entangled states, the role of which could be

important for of the confinement and hadronization phenomena [25, 26].

Quantum entanglement for cubits and Yang-Mills-Higgs fields was con-

sidered in [27] in terms of the original quasiclassical formalism developed in

[31]. The concept of quantum entanglement was found to be very useful as

a model-independent characteristic of the structure of the ground state of

quantum field theories which exhibit strong long range correlations, most

notably lattice spin systems near the critical points and the corresponding

conformal field theories [32].

Quantum entanglement was also considered as an alternative way to

probe the confining properties of large-N gauge theories [33, 34]. Quantum

entanglement between the states of static quarks in the vacuum of pure

Yang-Mills theory was analyzed in Ref. [33].

The Hilbert space of physical states of the fields and the charges is

endowed with a direct product structure by attaching an infinite Dirac string

to each charge. Tracing out the gauge degrees of freedom yields the density

matrix which depends on the ratio of Polyakov and Wilson loops spanned

on quark world lines. In the confinement regime, the entanglement of quark

color states is maximal [35].
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5. Conclusions

We have shown that a stochastic (not coherent) vacuum of quantum

chromodynamics for which only correlators of the second order are impor-

tant can be considered as the environment (in the sense of quantum optics)

for color particles (quarks and gluons), where the Wilson loop corresponds

to the fidelity of quantum color particle motion and confinement to the in-

stability (chaoticity) of motion and to decoherence of pure color states into

mixed white states. The Wilson loop, fidelity and purity decay exponen-

tially with decay rate equal to the string tension. The dynamics of Yang-

Mills fields, which is inherently chaotic one already at the classical level,

can be partly regularized by interaction with Higgs fields and by quantum

fields fluctuations. The critical point of an order-chaos transition appears

which corresponds to the point of fidelity exponential decreasing. Squeez-

inq, entanglement, decoherence and instability accompany nonperturbative

evolution of colour particles in QCD vacuum and confinement phenomenon.
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Future physics: A personal view

James Bjorken

SLAC National Accelerator Laboratory, Menlo Park, CA 94025

A personal view of the future of particle physics is presented.

1. Introduction

It is a great pleasure to be back at an ISMD meeting, and to again
meet so many old friends and colleagues, as well as members of the new
generation. Because it has been a long time since I have been active in
this field, this talk will not be a summary. I have instead chosen to touch
briefly on a variety of topics of special interest to me. I will begin with a
revisit of the parton model and continue with a look at the Higgs sector.
This will be followed by a quick look at the problems of dark matter and
dark energy, along with a few remarks regarding how future experimental
programs might best address the above issues. Finally, I have added a few
comments relevant to the material which was presented during the meeting.

2. The Kindergarten Parton Model

To most people, the phrase “parton model” nowadays is almost synony-
mous with the phrase “inclusive distributions.” But in principle there is,
even at the original kindergarten level, much more to the parton model than
that. A single energetic left-moving hadron is to be viewed as a configu-
ration of many partons, each of which is labeled by its internal quantum
numbers, its longitudinal fraction, and its location in the transverse impact
plane. During its collision with a right-moving hadron (or lepton), the inter-
nal motion is frozen due to relativistic time dilation. Furthermore, Lorentz
contraction of the valence components of the left-mover and right-mover
means that the collision evolution is local in the impact plane until the mo-
mentum scale of the final-state evolution becomes of order the QCD scale,
of order 1 GeV or so.

Because of this localization in the impact plane, I like to subdivide
the transverse impact-plane into pixels, of diameter of order 0.2–0.3 fermi.
To each pixel we may assign, event by event, a left-moving longitudinal
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Fig. 1. Pixelized beams-eye views of impact- plane parton momentum fractions for
a typical left-moving carbon ion and for a typical left-moving proton.
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momentum fraction, a right-moving longitudinal-momentum fraction, a left-
moving baryon number, etc. (Fig. 1). Consequently, each pixel can also
be assigned a subenergy and a central rapidity for the collision products.
Therefore the early stages of the evolution of the overall collision can be
described in terms of the evolution of the sub-collisions occurring within
the sundry pixels. I am tempted to label these pixels Vegas, because, as
they often say, what happens in Vegas stays in Vegas. However this is not
strictly true. While hard processes occur within Vegas, the information
eventually does spread beyond.

When viewed this way, it is of course interesting to question whether,
event-by-event, information regarding the distribution across the impact
plane of the subenergies within the sundry pixels is reflected in the observed
properties of the ultimate collision products. The answer is, of course, yes.
Such effects are by now commonplace in noncentral heavy-ion collisions.
The “hot” pixels, i.e. those containing large subenergies, typically comprise
an almond-shaped region in the impact plane. This leads to azimuthal
asymmetry of the collision products (“ellipticity”) which is robust, event-
by-event, with respect to longitudinal boosts of a few rapidity units (at LHC
energies). The approximate boost invariance of this effect should be rather
intuitively obvious, because qualitatively the impact-plane picture is itself
quite robust with respect to moderate boosts of the left-moving and right-
moving incident projectiles. All that is needed to defend this view is to argue
that the distribution of produced entropy within a pixel is broad in rapidity,
at least as broad as given, say, by Landau hydrodynamics. This boost-
invariance of the initial-state configuration-dependence (e.g. ellipticity) goes
by the name “ridge structure.”

In the early days of the parton model, the hypothesis that all correla-
tions are short-range in rapidity led to the notion of a universal central-
rapidity plateau. This in turn led to the expectation that event-by-event
configuration-dependent effects would be observable, if at all, in the frag-
mentation regions of the left and right movers. However, with the advent
of QCD this is no longer true. We now see a dramatic rise in the gluon
inclusive distribution at very small x, with a concomitant power-law rise
in central multiplicities of produced hadrons. The opposite extreme of a
Landau-like dependence of multiplicity on energy is at the least a credi-
ble option for phenomenology. If this hypothesis is defensible, it is easy to
show that it leads to a significant amount of contrast in the distribution of
entropy across the impact plane, even for typical central rapidities.

A reasonable starting point for this picture is to assign to a pixel the
same entropy distribution (here assumed to be proportional to the final-state
hadron multiplicity distribution) as for an electron-positron annihilation
event occurring at the same cms energy as the pixel subenergy. I have
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scratched out an example of an LHC noncentral ion-ion collision with this
assumption. It is shown in Fig. 2(a).

Fig. 2. Pixelized beams-eye views of the subenergy distribution in the impact plane
for (a) a non-central carbon-carbon collision and for (b) an unusual LHC proton-
proton collision.
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Fred Goldhaber, Stan Brodsky, and I have explored an extreme example
of configuration dependence [1]. It is shown in Fig. 2(b). Not infrequently
the valence-quark configuration in the impact plane for an incident proton
will be a compact diquark plus a quark connected by a color string. If
both projectiles are in that configuration and are aligned, the hot pixels in
the impact plane will lie along a line, and there should be not only high
multiplicity but very large ellipticity and ridge structure.

Before moving on, I should emphasize that the above impact-plane pic-
ture has a long history, which I have not tried to cite. And present-day
theoretical approaches, from BFKL to hydrodynamics to glasma [2], exploit
the above ideas in one way or another. But I have included it here in kinder-
garten language because I believe its usefulness may still be undervalued.
But there are problems. As I see it, the biggest problem with experimental
searches for configuration dependence is that the theory is best expressed in
terms of impact-plane properties, while the experiments are necessarily de-
scribed in terms of the transverse momenta of the collision products within
a given rapidity interval. There is a Fourier transform in between, which
appears to create a serious barrier. We may need a good idea to effectively
overcome this obstacle.

3. Family Symmetry and the Higgs Sector

Since the discovery at the LHC of the Higgs boson, I too have acquired
a serious case of Higgsteria. It is wonderful how firm knowledge of the
existence of the Higgs, even when its mass and properties were anticipated
quite accurately years ago, can focus the mind and energize ones thinking
about the problem. There is no good substitute for experimental facts.

For me, the focus has been on the role of the family group within the
Higgs sector. I prefer the word “family” here. Long ago, Gell-Mann in-
troduced a chiral SU(3) × SU(3) flavor group, with u, d, and s quarks
forming a flavor triplet. The generalization appropriate nowadays is a chi-
ral SU(6) × SU(6) flavor group, with the six quarks forming chiral sextet
representations. Within this group is found not only the electroweak group,
but also the chiral family group SU(3)× SU(3), with a family triplet, e.g.,
consisting of u, c, and t quarks.

Electroweak symmetry demands that d, s, and b also comprise a family
triplet. And while it did not have to be so, the charged leptons e, µ, and
τ also comprise a family triplet. Again electroweak symmetry demands
that the three left-handed Dirac neutrino degrees of freedom are also family
triplets. And we know that the photon, the gluons, the W ’s, and the Z are
all family singlets.

But what about the Higgs sector? The default choice is that it consists of

327



the “vanilla” Higgs, plus its three Goldstone-boson partners that are eaten
by the W ’s and Z, and nothing more. This single electroweak doublet
evidently is necessarily assigned to be family singlet. The MSSM extension,
as do the majority of other more elaborate models, retains this assumption.
To me this assignment of family singlet seems less than reasonable. After
all, the notorious family-related problem of the origin of quark and lepton
masses and mixings can be directly traced to the properties assigned to the
Higgs sector itself. Why should the Higgs sector itself transform trivially
under the family group?

It is not that the alternative option has not been explored. Serious
technical difficulties were encountered long ago. However, much of that his-
tory precedes the important phenomenology associated with the very heavy
top quark and with large neutrino mixing. Furthermore, the popularity
of electroweak-scale SUSY also seems to have diluted efforts in this direc-
tion. But there exists at present very interesting work on the spontaneous
breaking of family symmetry [3].

What are the simplest assignments for Higgs multiplets? On the elec-
troweak side, it is singlet or complex doublet. On the family side, it is
singlet, triplet, or octet/nonet. This gives six options to explore. I have
chosen to assign the observed Higgs and its three Goldstone partners to
components of an electroweak-doublet, family nonet. This option allows a
Yukawa coupling to the quarks and leptons, and gives 4 × 9 = 36 Higgs
degrees of freedom in all, 32 of which await discovery. I assume these 32
are heavier than the top quark but no heavier than, say, 1 TeV. A nomen-
clature and some basic properties of these particles (which predominantly
decay, either directly or indirectly, final states containing top quarks plus
jets) is given in Fig. 3.

In the absence of first and second generation masses and their concomi-
tant mixings, working out the Higgs mechanism and the phenomenology of
the production and decay of these sundry bosons is rather straightforward.
Production of the new Higgs states via couplings to the W , Z, and pho-
ton appear to give yields too small to be easily detected at present at the
LHC. However, certain “coset states” can be singly produced in quark-gluon
subprocesses, leading to final states consisting of a top-antitop pair plus a
first-generation quark. The same coset states turn out to easily account for
the CDF top-antitop angular asymmetry observed a few years ago at Fer-
milab. Because of this, there have already been specific searches for such
particles at the LHC [4, 5]. The bounds on the coupling constant are close
to what I specify from the model, but do not appear to rule anything out
yet.

On the theoretical side, there are at present serious deficiencies. The
above phenomenology is defined in the limit of vanishing first and second
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Fig. 3. Three candidate level schemes for the proposed electroweak-doublet, family
nonet Higgs multiplet.

generation masses and mixings of the quarks and leptons. What I am look-
ing for is a description in which these effects are generated by spontaneous
breaking of the family symmetry group. For a while I thought I had such
a model, at least for mixings of the second generation with the third. But
I discovered mistakes - conceptual as well as algebraic. However, the pa-
rameter of difficulty is small: (mb/mt)2 × Vcb. So getting a satisfactory
description is still a work in progress. But if there were to be success, I
do not think that the LHC phenomenology of production and decay would
be modified very much; the phenomenology sketched above, in my opinion,
appears to be robust.

There is a message here to you, members of the QCD phenomenology
community. The signal for these Higgs-sector candidates is buried in a large
background of QCD top-antitop events. And the shape of the signal turns
out to be not so different from the shape of the background [6]. Therefore
there is a high premium on accurately controlling the background estimates.
In addition, there is a second message. As the LHC upgrades energy and
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luminosity, most of the attention will rightfully be focused on searching for
new physics at mass scales exceeding 1 TeV. What I anticipate is a lot of
new physics on mass scales of order 200–500 GeV, but immersed in QCD
background. This new-physics window deserves just as much scrutiny as
the high-end region. In this regard, I was pleased to hear similar appeals
from other speakers at this meeting, in particular by Patrick Meade and by
Alan White.

4. Dark Matter and the Higgs Sector

Given the above approach, what seems to be essential for obtaining a
satisfactory description of the Higgs sector — one that includes creation
of the appropriate masses and mixings of quarks and leptons — is that
it should include other family representations, in particular some that are
electroweak-singlet. Such components of the Higgs sector – electrically neu-
tral and colorless — appear to me to be attractive dark matter candidates.
And it is not politically incorrect to assume that at least some of the mem-
bers of this “dark Higgs sector” need not have large masses [7]. I myself
have worked with others on elaborating this possibility [8].

While assuming a large Higgs sector might seem extravagant, I do not see
it that way. For example, if one accepts SO(10) grand unification (without
SUSY) as a reasonable hypothesis, then it is reasonable that the 36 massive
gauge bosons contained within the adjoint representation (all but the photon
and the 8 gluons) get their masses via the Higgs mechanism. This puts 36
Goldstone modes into the Higgs sector, making it at least reasonable that
those 36 are accompanied, at the very least, by a few dozen massive Higgs
modes.

From the GUT point of view, I therefore find it reasonable to presume
that, at the electroweak scale, the effective field theory of the Higgs sector
may consist of a considerable number of shattered fragments which have
descended down from the GUT scale, and have all the aesthetic deficiencies
of its strong-interaction counterpart, namely the Gasser-Leutwyler effective
action describing the hadronic sector of QCD. Consequently, I have spent
this year contemplating what the Higgs sector might look like at the GUT
scale, prior to its devastation via a sequence of symmetry breaking scales.
There are of course many options. I have chosen to investigate orthogonal
groups larger than SO(10), and have settled for the moment on SO(16). The
120 gauge bosons of that group break down into the 45 within the usual GUT
SO(10), plus 15 within the complementary “dark” SO(6). All 15 “dark
gluons” are by construction colorless, electrically neutral, and electroweak
singlet. The remaining 60 gauge degrees of freedom are “coset” fields, which
have both “dark” and “visible” properties. Almost all of these 120 bosons
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will have masses very large compared to the electroweak scale. But it is not
impossible that there are some massless or almost massless “dark gluons,”
and/or others that have masses no larger than the electroweak scale.

For this to happen, the Higgs sector has to be quite large. There must
be of order 100 Goldstone modes which are eaten by the large number of
gauge bosons that do have mass. This suggests that there could be several
hundred Higgs degrees of freedom in all. While from a bottoms-up point
of view this may seem extravagant, one should keep in mind that from a
top-down viewpoint a la string theory this is still modest. For example,
the E(8) × E(8) heterotic string picture suggests the existence of many
multiplets. Each one must have a dimensionality no smaller than 248.

The scenario I nowadays entertain contains 120 Higgs fields in the ad-
joint representation, plus another 256 “frame fields,” which transform as
vectors under the (spontaneously broken) “gauge SO(16),” as well as trans-
forming as vectors under an auxiliary “frame SO(16)” (which is explicitly
broken). This allows a lot of design flexibility, while keeping the fraction of
Higgs fields which are massive relatively small. (I view this as a grotesque
deformation of Occam’s razor in action.) This notion of utilizing the frame
field came to me via the work of Hong-Mo Chan and his collaborators on
their “rotating mass matrix” description of fermion masses and mixings
[9]. They create, via difficult-to-understand algorithms, an interesting and
rather successful phenomenology of such masses and mixings, especially for
the second generation. And underlying their ideas is a vision of the Higgs
sector (largely unrealized in detail) in terms of such frame fields. As we will
mention in the next section, the notion of frame fields also occurs in general
relativity.

This is hardly the place to go further into this, which in any case is
only work in progress. The reason I mention it at all is that I strongly
believe that integration of family symmetry and its breaking (ideally only
spontaneously) with Higgs-sector properties, and the integration of both
with the dark-matter problem, is a fertile area for theoretical research. I find
a lot of present theoretical phenomenology considerably more unfocused, as
well as increasingly detached from the natural Big Picture architecture that
hints from grand unification suggest.

5. Dark Energy and Darkness

Since retirement, the physics problem that has consumed me the most is
that of dark energy. It is an ideal subject for a geriatric like me. Because I
assume the default option of dark energy as due to a cosmological constant,
all the direct data (a single number!) are in, and it is up to theory to do
something about it. I have neither any excuse nor any motivation for pro-
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crastination. The two parameters of the Einstein-Hilbert action (Newton
constant and cosmological constant) define two extreme distance scales —
the Planck scale lPl of 10−33 cm and the Hubble scale H of 1028 cm. (The
constant H is defined as H2 = Λ/3.) All of phenomenologically relevant
physics is bracketed by these very fundamental parameters. But taken to-
gether, these two parameters define an intermediate scale which is halfway
in between, logarithmically speaking. This is the dark energy scale, defined
by the value of the (negative) pressure possessed by regions of space (e.g.
cosmic voids) whose spacetime curvature is dominated by the cosmological
constant, and not by nearby matter. The numbers associated with this scale
are 80 microns, or 2.4 meV, a scale associated with life itself.

I have become over the years quite persuaded that this is not the only
intermediate scale induced by these two fundamental parameters. The other
is what I call [10] the Zeldovich, or darkness, scale [11]. It is two thirds of
the way from the cosmological scale to the Planck scale, logarithmically
speaking. The value comes out somewhere around 10−12 cm, or 20 MeV.
While the dark-energy scale is defined by vacuum pressure and vacuum
energy, the darkness scale is defined (given that the idea makes sense!)
by vacuum topology. By analogy with the density of vacuum energy that
defines the dark-energy scale, the darkness scale is defined by a density of
vacuum topological structures, roughly 1039 per liter.

This assertion is dependent on a certain version of general relativity
called the MacDowell-Mansouri extension of the first-order Einstein-Cartan
formalism. The Einstein-Cartan formalism replaces the 10 degrees of free-
dom (metric tensor) of the Einstein-Hilbert action with 40. It is a Yang-Mills
gauge theory, with an O(3, 1) gauge group living in Minkowski spacetime.
The gauge potentials, generally labeled ω, account for 24 degrees of free-
dom. These are supplemented by 16 frame fields (the “vierbein”, generally
labeled e) which are spacetime vectors as well as vector gauge-fields. The
metric tensor of the usual (Einstein-Hilbert) textbook version is recovered in
terms of a quadratic form in the vierbein fields. The Einstein-Cartan action
depends on all 40 degrees of freedom. For most macroscopic applications,
a few lines of computation exhibit the equivalence of the two formalisms.
An exception occurs when Dirac particles are included in the gravitational
action. Then it is imperative that the first-order Einstein-Cartan formalism
be used [12].

The MacDowell-Mansouri extension of the first order formalism [13] gen-
eralizes the O(3, 1) gauge group to O(4, 1). The 16 vierbein variables e and
the 24 gauge-potential variables ω are synthesized into the 40 gauge poten-
tials A of the O(4, 1) group. A field strength F is constructed in the usual
way, and an action, quadratic in the field strength F , is posited. When this,
to my eyes, rather elegant form of the action is decomposed all the way back
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to the Einstein-Hilbert description, one finds three terms. One is the original
Einstein-Hilbert term, and another is the cosmological-constant term (with
necessarily a nonvanishing value, and with the correct sign, corresponding to
a positive dark energy density). The third term is a well-known structure
called the Euler or Gauss-Bonnet topological invariant. It is a quadratic
form built from the Riemann curvature tensor, and its Lagrangian is a total
time derivative. It therefore does not affect the Einstein field equations at
all. However, what is interesting about this term is its coefficient, which
is a pure number. That coefficient turns out to be the notorious factor of
10120 which pervades all discussions of the deep problems associated with
dark energy.

In a formal sense, this Gauss-Bonnet term is the leading term when ex-
panding out the MacDowell-Mansouri action. In a more practical sense, it
is a totally irrelevant term. This ambivalence makes it hard to draw con-
clusions without pursuing the relevant issues more deeply. There is a rough
QCD analogy. I think most of us believe that understanding the topological
structure of the QCD vacuum is very important and fundamental. Even
after decades of work, a small army of lattice QCD theorists still debate
what that topological structure is: chromoelectric strings vs. monopoles vs.
center vortices, etc., etc. Nevertheless, despite these deep unresolved issues,
QCD phenomenology moves ahead, mostly unconcerned about the ultimate
outcome.

Anyway, I choose to take this Gauss-Bonnet topological term seriously,
and write its action in standard form, namely S = 2πdN/dt, with N an
integer valued quantity. It is then possible to learn more about how N
behaves in simple geometries, even without understanding in microscopic
terms what it means. I find that, in FRW cosmology, this quantity is indeed
extensive, and that in a cosmic void the density of topology or darkness,
defined as n = N/V , is indeed proportional to HM2

Pl. In the early universe,
n was larger than that. It was Planckian when the universe was radiation-
dominated, with a temperature of order 10 MeV. Likewise, upon adding a
simple matter source to empty space, with nuclear matter density (proton,
lead nucleus, neutron star), one finds that the darkness density varies in
proportion to the inverse 9/2 power of the distance from the source. The
darkness density becomes Planckian just outside the radius of the source,
independent of the mass of the source.

These results, and other related issues, strongly suggest that at best the
MacDowell-Mansouri action is an effective action, usable only at distance
scales larger than the darkness scale of 10−12 cm. This does not mean that
this formalism predicts that the Einstein equations of motion are invalid
below that scale. It only means that the formalism itself is inappropriate
to use at distance scales smaller than the darkness scale. A rough analogy
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might be QCD. Use of quarks and gluons to describe phenomena at distance
scales large compared to the confinement scale is usually inappropriate. But
this does not mean there is something fundamentally wrong with the QCD
Lagrangian at such distance scales. And there are elements of the short-
distance description, such as the weak and electromagnetic currents built
from the quark fields, which can be used productively in the large-distance
limit of the theory.

But the bottom line question is whether this concept of darkness can be
put to work in other ways. I am tempted to speculate that there is a link to
the confinement scale of QCD and the mass scale of the quarks and leptons.
These scales did not in principle have to be close to the darkness scale. But
they are. Perhaps the QCD vacuum texture somehow communicates with
this gravitational topological vacuum texture. The QCD vacuum and the
gravitational vacuum are in the same place at the same time, with arguably
the same energy. Therefore, even a tiny coupling may persuade the two
vacuum scales to converge to a common value. Likewise, the quark and
lepton masses and mixings depend on the structure of the “Dirac sea” and
of the Higgs vacuum condensate. So a similar argument may also apply in
that case.

This line of argument provides me with a guidepost in my present search
for patterns of symmetry breaking, etc. in the Higgs sector. I envisage an
infrared, “darkness” scale characterized by a mass parameter m which con-
trols first and second generation masses and mixings. Were this parameter
m to be set to zero, all such effects vanish. In other words, many of the
most difficult “family problems” resolve themselves, not at very high mass
scales, but at mass scales no larger than the electroweak scale. While this
is not at all what is anticipated by the vast majority of experts, I feel that
the scenario I sketched out in the previous sections may just possibly be
consistent with this notion. So I keep it in as a working hypothesis, which
helps constrain the myriad of alternative scenarios that I face in dealing
with the family problem.

I even have a candidate value for the small parameter — 7 MeV. I have
created my own rough reconstruction of the aforementioned “rotating mass
matrix” scheme of Hong-Mo Chan et al., with output values of masses and
mixings as given in Fig. 4. In my version [10], this parameter m is explicit,
and clearly plays a central role. In the original version [9] this low mass
scale is also present, but in a less overt way.

6. Concluding Comments Beyond the QCD material

Most of this talk has not been hard science, but merely an outline of
a personal belief system. The main features of this set of beliefs (or, more
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Fig. 4. Masses and mixings of quarks and leptons according to the electroweak-
doublet, family-nonet model. The asterisks are “Michelin star” ratings, according
to the quality (or lack thereof) of the theoretical arguments leading to the predic-
tion.

respectably, working hypotheses) are as follows:

1. The problem of family symmetry (why three generations of quarks
and leptons?) deserves as much detailed attention as, for example,
the much more popular one having to do with the presence or absence
of electroweak-scale supersymmetry.
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2. A natural setting for addressing this problem is the issue of nontrivial
family structure within the Higgs sector.

3. Given the reasonableness of an SO(10) GUT, it is reasonable that
the Higgs sector is quite large, with perhaps hundreds of degrees of
freedom having masses below the GUT scale, and with a significant
fraction being Goldstone. This feature makes it even more reasonable
that nontrivial family multiplets of Higgs bosons exist.

4. It is not unreasonable to gauge the family group, thereby embedding
the usual GUT SO(10) within a larger unifying group. This opens
up the possibility of the existence of a set of “dark gluons”, which
may be massless and/or nearly massless, with a concomitant “dark
confinement” mass scale.

5. This also leads to a corresponding “dark sector” component of the
Higgs sector, the members of which are also electroweak singlet, zero
charge, and colorless. They, together with the “dark gluons,” are
candidates for the sector of the standard model responsible for dark
matter. A significant fraction of this set of states may have masses
no larger than the electroweak scale. Some might even be axion-like
familons, with the extremely small mass scale appropriate to present-
day axion searches.

6. The pattern of third generation masses suggests an origin connected to
the GUT mass scale, because the sundry fermions get their masses via
different group structures at the level of SU(5): top via 5× (10× 10),
bottom and tau via 5 × (1̄0 × 5), Dirac neutrino via 5 × (5̄ × 1).
However, the first and second generation masses are conjectured by
me to come from a mechanism tied, either completely or largely, to
an “infrared” scale, somewhere between a few Mev and tens of MeV.
Explication of this mechanism will require, in all likelihood, a quite
detailed understanding of nontrivial family multiplets beyond the one
containing the recently discovered Higgs boson.

7. The origin of such a mysterious infrared scale may be tied to an
equally mysterious “darkness” scale associated with topological struc-
tures within the “gravitational vacuum.” This darkness scale might
control not only the scale of quark and lepton masses, but also the
value of the QCD confinement scale. It may also imply existence of
dark matter degrees of freedom within the same mass scale.

8. Progress in developing the above ideas depends upon management
of many details and the devils therein. In principle, the pattern of
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masses and mixings may provide enough clues to allow data-driven
progress. Many theorists, especially the landscapers, assert that there
is no pattern at all, and that all of these mass and mixing parameters
are determined anthropically. While I personally am sympathetic to
anthropic reasoning and the multiverse hypothesis, this does not pre-
clude the existence of a pattern. We should be very careful not to give
up too soon. For better or worse, I do claim to see a pattern (Fig. 4)
and try to build from it.

Many of the above items are not at all novel. Some are quite politically
correct. Others will be regarded by most critics as rather outrageous. But,
for better or worse, this is my personal belief system. I think that such
belief systems at the individual level — even though they go far beyond the
discipline of the scientific method — are a great asset. They energize us.
They make us work much harder. But at the societal level, institutionaliza-
tion of such belief systems is dangerous, both within science and beyond.
I present mine not as advocacy, but as an encouragement to the commu-
nity to maximize its tolerance of those viewpoints which do lack political
correctness.

What do these beliefs have to say about the experimental future of our
field?

1. There remains a high level of potential at the LHC for discovering
members of the extended Higgs sector at the “low” mass scale of 200–
500 GeV. This region deserves continued careful scrutiny.

2. If such states exist, they create an extremely strong case for an ILC.

3. A rich sector of dark-matter states with masses small compared to the
electroweak scale invites a broad variety of non-accelerator searches
(along with others at low-energy, high-intensity accelerators), with
plenty of room for new creative ideas.

Were the political climate to improve to the level existing in, say, the
1970’s, existing technology would by itself guarantee a healthy future for
many decades, perhaps culminating in a 100 TeV-scale proton-proton col-
lider. The homework for such big initiatives should be done as soon as
possible, so that if and when the politics improves, the field is ready to
move ahead expeditiously.

I have in this talk wandered far afield from QCD phenomenology. Never-
theless, I need not elaborate here, of all places, on how central QCD remains
in all of the above issues. It is our best quantum field theory. It is the un-
derpinning of a large fraction of all particle-physics experiments. And it
contains important fundamental features shared by other gauge theories —
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including general relativity. Thorough, data-driven studies of QCD in all
its aspects should never go out of fashion.
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8. Addendum

During the meeting, I could not help but react to the interesting material
which was presented. In this addendum is a short summary of some primary
reactions:

A. Underlying Events and Hole Fragmentation: Simulations of minimum-
bias physics and of underlying-event structure have by now become very so-
phisticated. Nevertheless, there will always be room for improvement. With
that in mind, it seems to me that a targeted approach is appropriate, with
the individual targets being the dozen or so distinct regions of the lego plot
present in a typical LHC hard-collision event (cf. Fig 5(a)). Most of these
regions are already well-identified and studied. Beam fragmentation regions
are challenging, but difficult to access experimentally. I suspect that a rel-
atively underappreciated region is the “hole fragmentation” region, namely
that portion of the lego plot which contained the initial state partons that
participated in the hard process. In order to most expeditiously examine
its properties and to compare with simulations, it would seem to be ad-
vantageous to place a hole fragmentation region in the barrel region of the
detector, centered at zero rapidity (Fig. 5(b)). The trigger is a symmetric
pair of “endwall jets.”

B. Boosted Jets and Plumbing: There was considerable discussion of
new physics searches involving “boosted jets.” While well-isolated conven-
tional jets can be defined as the contents within a circle of radius 0.7 in the
lego plot, “boosted” configurations cannot. This “overlapping jet” problem
requires more sophisticated approaches to the kinematics, some of which
were on display during the meeting. Long ago I worked on this problem,
and came up with a general method for untangling overlapping jets (SLAC-
PUB-5593). Alas, it never received much attention. But I still think it has
possible merit, and would like to see it applied, at the very least, to Monte
Carlo data.

C. PDF’s at very small x: During the meeting there was no discussion or
display of PDF’s at values of the deep-inelastic scaling variable x � 10−4.
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Fig. 5. Lego plots at the LHC energy scale for (a) a typical dijet event, for (b)
a boosted dijet event appropriate for the detailed study of hole fragmentation,
and for (c) probing parton distributions via the Drell-Yan process at values of
x < 10−5–10−6.

Kinematically one can reach another factor of 10–100 at the LHC via “end-
wall Drell-Yan dileptons” with masses in the 5–10 GeV range (Fig. 5(c)).
After my talk, I learned that LHCb has published some data (LHCb-CONF-
2012-013). But the resultant PDF’s still deserve to be catalogued — it is
an important frontier measurement.
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