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ABSTRACT

Separation processes are widely used in chemical productions. The further

development of membrane-based separation processes, compared with thermal sepa-

rations, can lead to significant energy savings in chemical process industries. Howe-

ver, the main obstacle of experiments is that many separation processes are not well

understood at the fundamental molecular level. In this dissertation, we use computa-

tional molecular modeling tools, mainly classical molecular dynamics (MD), to clarify

molecular forces and provide detail at a molecular level, which can aid in the unders-

tanding of transport process and designing materials for a proposed application.

In the first study, we investigated separation of water/alcohol vapor using zeo-

lite membranes. Experimentally, the separation of water/isopropanol (IPA) mixtures

shows a dramatic decrease in selectivity due to increase of IPA flux as the feed water

concentration decrease when using the sodium A zeolite membrane. We used mole-

cular dynamics simulations to help our experimental collaborators understand these

puzzling results. The MD results reveal that the water molecules gather around the

defect pores on the zeolite membrane, which stops the IPA from going through the

membrane and has a positive effect on separation.

Then, we studied the HPLC used to separate chiral drug mixtures. One popu-

lar chiral stationary phase, amylose tris(3,5-dimethylphenyl carbamate) (ADMPC),

has been investigated using both experimental and computational methods ; however,

the dynamic nature of the interaction between enantiomers and ADMPC, as well as

the solvent effects on the ADMPC-enantiomer interaction, are currently absent from

the chiral recognition mechanism. We used MD simulations to model the ADMPC in

different solvents to elucidate the chiral recognition mechanism from a new dynamic

perspective. The ADMPC is found to hold the left-handed helical structure in both

methanol and heptane/IPA (90/10) ; however, the ADMPC has a more extended ave-

xiii



rage structure in heptane/IPA. We developed a model where the ADMPC atoms were

restricted in the MD simulation. To better understand the molecular dynamic chiral

recognition that provides the retention factor and the elution order in HPLC, we exa-

mined hydrogen bonding lifetimes, and mapped out ring-ring interactions between the

drugs and the ADMPC. We discover several MD metrics related to hydrogen-bonding

lifetimes and correlate them with HPLC results. One metric provides a prediction of

the correct elution order 90%, and the ratios of these quantities for the enantiomers

provide linear correlation (0.85 coefficient) with experimental retention factors.

In the following study, we presented an improved model wherein multiple

ADMPC polymer strands are coated on an amorphous silica slab. Using various MD

techniques, we successfully coated ADMPCs onto the surface without losing the struc-

tural character of the backbone in the solvent. This model provides more opportunities

for chiral molecules interacting with ADMPC, resulting in a better agreement com-

pared with experiment when using the overall average metric. The new model also

provides the possibility for drug molecules to interact with two polymer strands si-

multaneously, which is not possible in the previous single-strand model. For a better

understanding of why some metrics are better predictors than others, we used charts

of the distribution of hydrogen bonding lifetimes to display the information for va-

rious donor-acceptor pairs. The results are more consistent than the previous models

and resolves the problematic cases of thalidomide and valsartan.

Besides the membrane-based separations, immiscible liquid-liquid equilibrium

states were also studied. We successfully predicted results based on MD simulations

and showed comparable accuracy with experimental data. This method has applica-

tions in liquid-liquid extraction which is widely used in industrial separation process.

xiv



1

CHAPTER 1

INTRODUCTION

1.1 Motivation for This Research

It is estimated that approximately 55% of all energy consumed in chemical

processes is spent on separations, of which about 50% is consumed by distillation,

20% by evaporation and 10% by drying, and the remaining 20% by non-thermal se-

parations, including membrane-based separations [1]. Thus, further development of

membrane-based separation processes to enable their use in applications currently

employing thermal separations can lead to significant energy savings in chemical pro-

cess industries. However, one of the obstacles in the development of membranes for

these otherwise energy-intensive separations is that many membrane-based separa-

tion processes are not well understood at the fundamental molecular level, thereby

resulting in membrane synthesis becoming an art rather than a science [2] [3] [4] [5].

Computational molecular modeling tools such as molecular dynamics (MD) [6] can

play a crucial role in clarifying the molecular level events that result in making a

membrane effective for a proposed application.

With recent improvements in computational capacity which has made high

performance computing an affordable option, molecular dynamics (MD) modeling

described by classical Newtonian equations coupled with semi-empirical force fields

can be used to investigate systems ranging from biomolecules, such as proteins and

polymers, to small molecules, and provide statistically reliable results with spatial re-

solution at the sub-Angstrom scale, and temporal resolution at the femtosecond level.

In addition, reliable force fields and potential models have been developed for a wide

range of systems that closely replicate experiments. The Assisted Model Building

with Energy Refinement (AMBER) force field introduced by Weiner et al. [7] [8] and

further developed by Cornell et al. [9] is widely used for simulating proteins and stu-
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dying their structures and interactions with other molecules. Using a computational

methodology, Yang et al [10] developed a united-atom force field which has been

found to be both realistic in representing a wide range of systems, while still being

computationally efficient. General Amber Force Field (GAFF) is an extension of AM-

BER but optimized by Wang et al [11] and is suitable for simulating small molecules

including many common solvents. Jorgensen et al. [12] [13] [14] [15] [16] focused on

nonbonded parameterization and developed a family of potential force fields called

as Optimized Potential for Liquid Simulations (OPLS), which has been found use-

ful to study pure liquid hydrocarbons, water, amides and their solutions. Chemistry

at HARvard Macromolecular Mechanics (CHARMM) is another widely used force

field developed by MacKerell et al. [17], which has found applications in proteins,

nucleic acids, lipids and carbohydrates. Other force fields, including COMPASS [18]

and DREIDING [19] are also widely used in MD simulations. So, computational mo-

lecular modeling tools such as molecular dynamics are ideally suited to provide detail

at a molecular level that can aid in the understanding of the transport process.

1.2 Objectives of This Research

The recent development of computational ability allows researchers to use the

MD simulation to have a better understanding of factors that facilitate membrane-

based separations. The MD can also contribute to making separations more efficient.

Thus, simulations can be used for screening possible separation schemes, to determine

the most promising possibilities. This can cut both the costs and time required to

design new membrane-based separation systems.

1.2.1 Have the Ability to Screen for Potential Membranes for Specific Ap-

plications and Thus Reduce Costs. Membranes are widely used in different ap-

plications to facilitate separations and save energy compared to traditional processes

such as distillation and evaporation. Membrane-based separations are also useful in
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the pharmaceutical industry because many drugs can lose their potency if subjected

to higher temperatures usually encountered in distillation. It would be critically im-

portant to have the ability to screen possibilities when choosing proper membrane

materials for the specific separation. One example of using MD to screen membrane

materials is the application to metal-organic frameworks (MOFs). MOFs with different

frameworks and metal ions inside the cavity will lead to different properties, such as

pore size, surface area, and polarity. Snurr et al. [20] used a combined experimental

and modeling approach to select potential candidates used to absorb carbon dioxide.

Sholl et al. [21] use the MD method to screen MOFs for the separation of CH4/CO2

gas mixture. Similar application of separating ethene/ethane mixture was studied by

Caro et al. [22]. Other crystalline materials with regular and repeatable structure

can also be studied in this way. One of the most popular type of materials are the

zeolite membranes because they have the advantage of low-cost and stability under

extreme conditions over organic membranes such as MOFs. Similar to MOFs, zeolite

membranes have different frameworks where MD can help to fast-screen possibilities

before running experiments. Murad et al. [23] [24] have used MD to study zeolites

in pervaporation processes and redox flux batteries. Separations of mixture systems

of CO2/CH4, CO2/N2 and CH4/N2 in zeolites were studied by using comparative

methodologies. [25] [26]

1.2.2 Provide Insights of Observations From Experiments and Related

Phenomena That Are Not Well Understood. The experimental results some-

times can be mysterious and puzzling because of insufficient understanding of the

molecular level behaviors. The MD simulation is normally in the scale of nanometers

and has a resolution of picoseconds. Thus, it could provide more details at a mole-

cular level within an extremely short period of time. One example of the wide usage

of MD simulations is its applications in bio-systems which consist of lipids, proteins

and solvents. Protein molecules play key roles in the processes of transport and do-
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cking which usually happens on the lipid membrane surface. With the aid of reliable

potential models, researchers can use MD simulations to predict the structure, trans-

port, and free energies. These details can be vitally important and interesting for

many aspects of biomolecular function [27]. For example, Karplus et al. [28] used MD

to study the open and closed conformational transition of the bacterial chaperonin

GroEL. Young et. al [29] studied the coupling and structures between the SH2 and

SH3 of c-Src and hck. Tai et. al [30] found an unexpected opening and closing of the

long channel from the acetylcholinesterase which buried the active site and induced

selectivity for different molecules. Protein folding has been of interest to researchers

for a long time because the misfolding can potentially lead to disease. Cavalli et al. [31]

plotted free energies versus different folding conformations for β-sheet peptide under

different temperatures and the structure was found to have a weak dependence on

temperature.

1.3 Classical Molecular Dynamics Modeling

1.3.1 Introduction to Molecular Dynamics Simulations. Molecular dynamics

is a broad methodology of using Newtonian equations to govern coordinates and mo-

tion of particles to trace the time evolution of the physical system. It is a modern

implementation of old-fashioned mechanical laws of nature. In order to compute the

behavior of a system with explicit particles, a set of initial conditions plus forces

of interactions are needed [32]. Constitutive images and trajectories show visuali-

zed structural states of molecules, including solvent and protein, DNA, and other

macromolecules, which could provide molecular-level understanding. Also, by time

averaging over appropriate statistical mechanical expressions, quantities such as pres-

sure, temperature, diffusion, enthalpy and free energy, can be obtained [6]. eqs. (1.1)

to (1.4) describe the Newtonian equations used to update velocities and coordinates.

By carefully choosing the time step and the length of the simulation, researchers will
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be able to repeat the procedures as long as needed, or at least, as long as feasible.

(Fi(t) = (∇Ei((ri(t)) (1.1)

(ai(t) = (Fi(t)/mi (1.2)

(vi(t+∆t) = (vi(t) + (ai(t) ∗∆t (1.3)

(ri(t+∆t) = (ri(t) + (vi(t) ∗∆t+ 1/2 ∗ (ai(t) ∗∆t2 (1.4)

1.3.2 Potential Model, Intermolecular Potentials and Intramolecular Po-

tentials. Although Newton’s laws used to solve equations of motion are well-established,

the issue of getting a reliable Hamiltonian to describe the system state still remains

puzzling and challenging. The potentials developed for particular systems are semi-

empirical and usually not transferable from case to case.

Etotal =
!

bonds

Kb(b− beq)
2 +

!

angles

Kθ(θ − θeq)
2 +

!

dihedrals

Vn[1 + cos(nφ− γ)]

+
!

i<j

"
4εij

#$ rij
σij

%12

−
$ rij
σij

%6&
+

qiqj
εrij

' (1.5)

Equation eq. (1.5) is an example of the total potential energy equation used

in the AMBER [33] force field. Although other force fields will have equations with

different formulas, the general idea is essentially similar. The first three terms are

intramolecular potentials, including a harmonic bond formed of two joint atoms, a

harmonic angle formed of two adjacent bonds and the dihedral angle formed of three

adjacent bonds. The last term includes two parts : the one with square bracket des-

cribes the non-bonded van der Waals potential. For particular, the AMBER force

field uses Lennard-Jones 12-6 (LJ 12-6) model which is also popular in many other

force fields ; the last term describes the electrostatic potential and, here, a Coloumbic

force model is used. There are other forms describing the nonbonded potential energy

(2-body) such as Buckingham, Born-Mayer-Huggins, Morse, Lennard-Jones 9-6, etc.,
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and even more sophisticated styles (3/more-body) such as, Tersoff [34], embedded-

atom, etc. When using the Coulombic form of electrostatic force, we assume that

there is a point charge in the center of an atom. When using these semi-empirical

force fields, one should be careful to determine the partial charges on the atoms be-

cause the results have to agree with either experiments such as spectroscopy, dipole

moment and electron beam diffraction, or high-level quantum calculations.

Normally, large constraints on bonds make the molecule rigid and does not

allow bonds to be broken or rebuilt. Although this method is convenient in pro-

tein and macromolecule structure exploration, it disables the application of classical

MD into processes (e.g. catalysis or batteries) associated with chemical reactions.

The recent development of reactive force field (ReaxFF) [35] by training parameters

against QM/MM calculations has broadened MD applications into chemical reactions

without actually solving expensive Hartree-Fock or Density Functional Theory (DFT)

equations for each system configuration.

1.4 Ab Initio Aided MD, Atomistic MD and Coarse-Grained MD

Ab initio MD (AIMD), atomistic MD and coarse-grained MD share a core

concept that the motions are provided by solving Newtonian equations. But they are

different in several aspects. Ab initio MD does not need any prescribed forces and

potentials to calculate pairwise interactions. By assuming the Born-Oppenheimer

approximation, nuclei are fixed to the instantaneous positions of the atoms and the

electron clouds move with the nuclei. Time-dependent Schrodinger’s equation is solved

and energies are obtained as time evolves. Since the nuclear positions are evolving

with time, energies are also changing with respect to their positions. With time step

chosen carefully and small enough, the energy will be sensitive to the positions at

different instances. Solving Schrodinger’s equation is usually expensive so the size of

the system is smaller than that can be handled with classical atomistic MD.
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Coarse-grained MD originating back to the 1970s [36] is a branch and extended

area of classical MD. Typically, a particle (more appropriately, an interaction site)

in such a system represents a cluster of atoms that can be coupled together without

losing important information. This method enables researchers to investigate larger

systems and macromolecules, such as DNAs, proteins, and lipids. Since the compu-

tational costs are cheaper than atomistic MD, longer simulations at the microsecond

time-scale can be achieved. An implicit model of solvent molecules can also be used

by replacing the solvent molecule with a continuum, described by an empirical dielec-

tric constant. However, implicit models of the solvent cannot be used to investigate

structural changes of macromolecules in a solvent because the implicit model ignores

explicit solvent effects on shaping the structure.

1.5 Equilibrium MD (EMD) and Non-equilibrium MD (NEMD)

Equilibrium MD uses statistical thermodynamics theories and relate the ob-

servable properties of materials to the variables that define their macroscopic state,

which describes equilibrium or local equilibrium states of the system [37]. The deve-

lopment of Green-Kubo formalism related transport properties to equilibrium fluc-

tuations and make it possible to use equilibrium MD to investigate non-equilibrium

properties [38] [39]. However, this method has some constraints : the computation of

time correlation makes it less accurate when the computational resources are limited ;

the flux has to be linearly proportional to the driving force.

NEMD methodology developed by Hoover et al. [40] tried to do simulations

that best describe the real physical system. This method has advantages where the

relationship between the driving force and the natural response is unknown. Since

it requires a tiny portion of the real system, there is a large thermal noise of such a

small system and the perturbation has to be larger than the noise. The second method

devised by Singer et. al [41] uses spatially periodic transverse perturbation served as
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the driving force, which no longer requires heat sinks or reservoirs. Other thermal

properties will be examined from this continuous transversion. The third method

applies additional forces in solving equations of motion, which drives the flux to a

target state. This method is similar to the second one where the perturbations can be

made explicit and heat reservoirs are not needed. All of these techniques enable the

possibility to study non-equilibrium phenomena and properties such as shear flow,

thermal conductivity, and thermal diffusion.

1.6 MD Method Used in This Study

In our studies, among these methods, we chose classical and atomistic MD

method primarily. We built the systems from non-equilibrium states and ran the

simulation until they came to equilibria. We then started sampling the data from the

trajectory, which can reflect the systems’ characters, properties and behaviors. Under

most circumstances, we did not allow the molecules in the simulated systems to break

and rebuild bonds, depite the very special case where we simulated the amorphous

silica. We used ReaxFF in order to allow the dangling atoms inside the silica slab or

on the surface to be capped properly. We shall describe details of every simulation

method accordingly in each chapter.
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CHAPTER 2

UNDERSTANDING THE SEPARATION PERFORMANCE OF ZEOLITE
MEMBRANES

2.1 Introduction

Zeolite membranes have great potential for high separation selectivity because

of its well-defined nano-pores and preferential adsorption properties. However, the

separation performance is largely influenced by inter-crystalline defects due to the

multi-crystalline structure of the membrane. NaA zeolite membranes with Linde Type

A (LTA) structure are commonly used for dehydration of solvents because of their

strong hydrophilicity and suitable pore size. [42] [43] [44] [45] [46] Even in the presence

of nanometer-sized defects, a high pervaporation selectivity up to 10000 has been

achieved using the NaA membranes. [47] [48] [49] [50]

Recently, our collaborators observed that the isopropanol (IPA) flux through

NaA membranes increase rapidly with decrease in the concentration of water in the

water/IPA mixture during vapor permeation (VP). However, such trend is not ob-

served in the case of water/methanol or water/ethanol mixtures. They used capillary

condensation to explain the phenomenon, where water molecules are adsorbed in the

defects and block the flow of other (larger) molecules through them. [49] [50] Since

the IPA molecule (kinetic diameter 0.48 nm) is larger than the LTA zeolite pore dia-

meter (0.42 nm), it could only enter and subsequently diffuse through the defects. [51]

However, both methanol (0.38 nm) and ethanol (0.43 nm) molecules can either enter

the LTA zeolite cages or diffuse through the defects. Thus, The defect is a reasonable

suspect to induce such inefficient separation of alcohol/water mixture. In Fig. 2.1

and Fig. 2.2, our experimental collaborators show the separation performances of two

zeolite membranes synthesized by two methods : M2 possessing finer defects than

M1. However, experiments are insufficient to provide molecular-level understanding
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and insights. So, in this study, we used MD simulations to correlate the defect effect

with the inefficiency in separation, and to provide molecular-level explanation of the

experimental results.

There have been previous reports on adsorption resulting in the change of

LTA zeolite unit cell size. It is possible that the adsorbed water would cause either

contraction or expansion of the LTA zeolite crystals. In the study reported by Sara-

khov et al. [52], the NaA unit cell was able to contract as much as 0.3 vol% at 295 K

at low loadings of water and expanded by 0.57 vol% when the cages are ssaturated

with water molecules. Noack et al. [53] studied the change of the unit cell size for zeo-

lites as a function of temperature and water content by in situ-heating XRD. They

found difficulty in preparation of shape-selective LTA membranes for gas separations

due to the extreme expansions/shrinkages of the unit cell when removing water. [53]

Sorenson et al. [51] found that at a thermodynamic activity of 0.03 water caused

contracting NaA zeolite by 0.22 vol%. At activities above 0.07, water made the NaA

crystals expand and they also discovered decreases in the flow of helium, i-butane,

and IPA through the NaA membrane.

All these previous studies have shown that zeolite membranes are flexible and

the size of the inter-crystalline pores can change due to adsorption of suitable mo-

lecules. However, the effect of the adsorption-induced changes in zeolite crystals on

membrane separation performance has not been widely studied. Since zeolite mem-

branes are widely used to remove water in solvents in the bulk production, it would

be valuable to get a better understanding of this phenomenon and improve these

processes. On the other hand, the rapid progress in computer technology has enabled

scientists to use molecular dynamics simulations to study chemical engineering pro-

cesses. In this chapter, we used a flexible zeolite framework model to examine the

contraction/expansion of NaA and MOR frameworks.
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2.2 Simulation Methods

2.2.1 Potential Models. The framework structure for LTA zeolite was generated

from the database IZASC (Structure Commission of the International Zeolite Associa-

tion). [54] We used potential parameters for the zeolite based on our previous studies,

which showed good agreement for water adsorbed in the zeolite framework [55]. In

our model, [56] the framework atoms are self-tethered to their equilibrium site with

a suitable harmonic constant. Thus, the zeolite framework is allowed to be flexible.

The potential models for water and isopropanol alcohol (IPA) are from the AMBER

force field [9], and have a functional form shown in eq. (1.5).

As previously mentioned, the potential model has both intramolecular and in-

termolecular contributions. The first three terms represent flexible bond lengths, bond

angles and dihedral angles. The fourth term describes the intermolecular contributions

using Lennard-Jones 12-6 potentials and classic Coulombic interactions. We used a

14 Å cut off for LJ interactions, while Ewald methodology was used for long-range

electrostatic interactions. [57]

Potential parameters are shown in Table 2.2.1 in which the zeolite parameters

were taken from our previous study [55] and Vujic et al. [58], which showed good

agreement for water and other non-polar gases adsorbed in the zeolite framework.

The potential model used for water molecules was the TIP3P model [59] and that for

IPA was from united-atom AMBER. [10]

2.2.2 System Set-Up. The schematic diagram of the system simulated is shown

in fig. 2.3 and the this kind of set-up is based on our previous studies for similar

systems. [24] The central (middle) compartment of the simulation box contains the

vapor phase being investigated. Two layers of NaA zeolite membranes separate this

section from the two side compartments which are designed to be initially empty to
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Table 2.1. Simulation parameters used to study zeolites, from ref [55] [58] [60]

Molecule Element σ (Å) ε(kcal/mole) q(e)

LTA zeolite Si/Al 4.009 0.1275 0.0

O 2.890 0.1550 −0.23

Na+ 1.90 1.598 1.0

MOR zeolite Si 2.970 0.0635 1.0720

Al 3.140 0.0477 1.4130

O 3.011 0.1550 −0.7476

Na+ 3.230 0.4652 1.0

Water(TIP3P) O 3.151 0.1521 −0.8340

H 0.400 0.0460 0.4170

IPA CH3 3.667 0.1494 0.0

CH 3.667 0.0994 0.2271

O 3.188 0.1020 −0.6546

H 0.000 0.0000 0.4275

provide the initial driving force to permit the vapor molecules to permeate through the

zeolite membranes. Two systems were investigated for comparison. The first system

contained only pure IPA as the vapor phase while the second system contained 5

wt% of water along with IPA. The system size was chosen to ensure that no vapor

condensation would happen in the central compartment at the temperature of 423 K.

A defect was created by removing some framework atoms around a chosen pore to

make the defect size roughly 12 Å and simulate the effect of defects on separations.

Since we are concerned with structural behaviors, such as expansion or contrac-

tion, three-dimensional periodic condition is not appropriate in our case. So, in this

study, we introduced a system with two periodic boundaries in the X and Y direc-

tion and left empty spaces (vacuum) on both side of the crystal structure in the Z

direction, as shown in fig. 2.4. The empty space at the margins would allow expan-

sion/contraction. The framework atoms were tethered to their perfect crystal sites
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with a suitable harmonic constant to allow for structural flexibility in the model. We

count the number of water molecules inside the crystal region to represent the ab-

sorption of water. The contraction/expansion percentage is measured by comparing

the distances between two surfaces in the Z direction. All results were generated by

running averages of every 500,000 time steps of the last 40 million time steps to ensure

that we were approaching equilibrium.

2.2.3 Simulation Details. All simulations were carried out under non-equilibrium

conditions using the LAMMPS simulation package. [61] Energy minimization was

performed using the Polak-Ribiere conjugate gradient method [62] and the Verlet

algorithm [63] was used to carry out the time integration. The system volume was

kept constant and a Nose-Hoover thermostat [64] [65] (with a damping constant of

100 fs) was applied to the solvent and membrane atoms throughout the simulation

in order to maintain a constant temperature of 423 K. Following minimization, a

timestep of 1.0 fs was used for production runs of 5,000,000 steps (5 ns).

2.2.4 More Details on Choosing Zeolite Models and System Set-Up. The

choice of zeolite model is important for simulating the permeation process involved

in separations. Many models previously validated in Monte Carlo (MC) simulations

cannot be directly applied to MD simulations. For example, some earlier models

claim no LJ energy term on aluminum atom but only the electrostatic term. [66]

[67] Those models could run in an MC program without problems because there is

usually a shortest distance cut-off which is able to prohibit any motions towards the

nucleus. Such models may lead to crashing in MD programs. Morden MD software

packages rely on soft-sphere models (including LJ, Buckingham, Born-Mayer-Huggins

potentials, etc. [68] [69]) which make the close-to-core region full of repulsive forces,

instead of the shortest distance cut-off in the MC simulation. But, meanwhile, this

could create singularities when atoms accidentally run into the region too close to
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nucleus and eventually result in infinite energy and program crashing.

The partial charges on the zeolite framework atoms will determine the local

polarity and, thus the preference for certain molecules, which serves as the driving

force in the separation. A systematic way of deriving partial charges should include

following steps : running QM/MM or DFT calculations at first ; then fitting the elec-

trostatic potentials into a much simpler but more robust model by placing a partial

point charge on each atomic centers. Although different procedures use this general

concept, the partial charges may differ a lot from one method to another. First of all,

the choice of basis set in QM/MM or DFT makes a difference. For small molecules,

localized basis sets which describes 3D atomic orbitals, such as Slate-type orbital and

Gaussian-type orbital basis sets (mainly in Gaussian software package [70]) are com-

monly used. When it comes to periodic and solid-state systems such as zeolites and

crystals, plane-wave basis sets are more popular (e.g., in VASP software package [71]).

However, localized basis sets can still be used in crystal or periodic systems by using

a special trick. The crystal piece input into the QM calculation should be composed

of more than one unit cell in each dimension. When taking the QM results, only

the central part is considered. By this way, although the edge effect is still not re-

solved directly as in plane-wave basis sets, such edge effects are indeed minimized.

The second factor is how to interpret electronic information provided by QM/MM

or DFT calculations. Different fitting methods certainly will lead to different par-

tial charge values, polarities and dipole moments. Density-Derived Electrostatic and

Chemical (DDEC) charges for the atoms of zeolite frameworks developed by Sholl’s

group, [72] [73] reproduced the electrostatic potential for periodic materials. Woo’s

group presented Repeating Electrostatic Potential Extracted ATomic (REPEAT) [74]

method by using the Ewald summation to include the long-range periodic effect for

crystalline solids. In our previous studies, we have proved that our selection of partial

charges used in MD simulations of separations of molecules, including methane, wa-
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ter and alcohols, showed good agreement with experiments. [55] The partial charges

on zeolites were fitted to provide the correct minimum energy points on the poten-

tial energy surface, while the parameters of the sodium cation are fitted through the

center-of-cage-to-Na and Na-O distances [60]. Thus, in this study, we continue using

this model.

Another factor that may affect the separation is the flexibility of zeolite mem-

brane frameworks. For some separations, the permeant has a smaller molecular size

than the opening of the channel. So then even a completely rigid model can be used.

However, for other separations when the opening size is smaller than the molecule size,

a flexible model should be used to allow the framework to breathe. There have been

a lot of studies focusing on developing flexible models for zeolites. [68] [75] [76] [77]

Those models use traditional bond, angle, and dihedral terms to allow minor struc-

tural changes and can provide acceptable accuracy compared with experiments. Ho-

wever, those models are usually not transferrable into different types of zeolite fra-

mework, especially those in which some silicon sites have been substituted with other

atom types. Using an inappropriate model will lead to the framework structure col-

lapsing. Dubbeldam et. al [78] [79] developed a transferable force field through fitting

on inflection points in isotherms. However, such a method limits itself by the require-

ment of experiment and has to be re-parameterized every time for a new adsorbent.

Our previous work has shown an alternative way. We presented a reasonable way

of interpreting vibrations in quantum realm by using a harmonic string to tether

the atom to their equilibrium positions. [80] This comprehensive study also revealed

that different pore shapes and tethering strength could affect the dynamic proper-

ties of the permeant. So, by carefully choosing the tethering strength [55], we will

be able to maintain the zeolite structure and have the correct diffusion properties by

self-tethering the framework atoms.
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When packing the gas phase molecules into the simulation box, we chose a

higher than normal density at fixed volume and particular temperature (NVT en-

semble). We need to ensure that the intermolecular forces are taking effects, and the

distance of two molecules is smaller than the cut-off distance we defined in the non-

bonded van der Waal and electrostatic terms. This is also necessary to accelerate

simulation and make the system come to equilibrium quickly from a non-equilibrium

state.

2.3 Results and Discussions

2.3.1 Separation of Binary Mixture Using NaA Zeolite. In Fig. 2.1(a),

we show the water flux and the separation factor of LTA-type zeolite membrane

M1 as a function of feed water concentration in vaporized fluids of water/methanol,

water/ethanol and water/IPA mixtures at 373 K. The water permeation fluxes in

all above systems go down with decreasing water concentration, which is readily

explained by the decreasing driving force. The ethanol and methanol fluxes are almost

stable, and remain below 0.005 and 0.05 kg*m-2*h-1, respectively. The corresponding

separation factors for the both solutions remain above 10000 and 200 at feed water

compositions 0.5-5 wt% and 0.7-5 wt% respectively. However, the IPA flux increases

significantly from 0.2 to 2.5 kg*m-2*h-1 as water content decreases from 5 to 0.5 wt%,

resulting in low separation performance at low water content as well as a loss of

alcohol product. As shown in Fig. 2.1(b), the separation factor for water over IPA

drops from 150 to 15 accordingly. The results indicate that the separation performance

of NaA zeolite membrane is strongly related to feed compositions. Despite the larger

molecular size of IPA, experiments are unable to obtain high separation selectivity

(as compared with ethanol solution).

In a separate trial, the separation of water/alcohol mixtures was investigated

by using zeolite membrane M2 (which has shown to be of higher quality with respect



17

to defects). The VP separation results at 373 K are shown in Fig. 2.2. In general, the

M2 membrane shows better VP separation performance for water/alcohol mixtures

compared to M1. These results are consistent with pervaporation separation results,

indicating that the M2 zeolite membrane is of a higher quality (fewer large defects).

As the water content in feed mixture decreases, IPA flux increases gradually, while

ethanol and methanol fluxes are relatively unchanged. However, the change of IPA

flux through M2 is less than that through M1.

Then, we used molecular simulations to get a molecular-level understanding

of the behavior observed experimentally. Our simulation results, as shown in Fig. 2.5,

confirms the experimental observations discussed above. However, we also include a

discussion below on how the simulations offer significant insight into why this unu-

sual phenomenon occurred. Simulations were carried out for pure IPA, and 5% and

10% by weight water in the IPA. As can be seen in the figures, the IPA is able to

permeate and diffuse through the defects readily in the absence of water. Once wa-

ter is introduced, the IPA permeation is essentially stopped. Our simulations provide

two primary explanations for why the IPA permeation is prevented when water is

present in the mixture. First of all, the water molecules are adsorbed in zeolite pores

and defects, thus essentially reducing the effective size of the defect openings. With

water presenting at the defect sites, to enter the defects, IPA molecules have to pass

through a high energy barrier which is introduced by water blockage. In addition,

we also observe another interesting phenomenon from the simulations. In the bulk

vapor phase, when water is present, the IPA molecules tend to form clusters with one

another, which effectively increases their dynamic diameter making it more difficult

for them to permeate the zeolite defects. This is clearly shown in Figs. 2.6 and 2.7.

In addition, as can be seen from Fig. 2.7(c) and (d), the presence of water results in

fewer IPA molecules at the surface of the zeolite, which further hinders the permea-

tion of IPA into the zeolite. Our results also shows that, when water is present, no
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IPA permeated the membrane.

2.3.2 Zeolite Unit Cell Size Changes With Water Loading. Results from

molecular simulations shown in Fig. 2.8 reveal that at low water loading the zeolite

framework tends to contract, but as the water loading increases the framework tends

to expand. When water loading is low, water molecules tend to accumulate in the

center of the zeolite cavity ; consequently framework site atoms are attracted towards

the center because of the strongly polar nature of the water molecules. As the water

loading increases, water molecules start occupying areas near the framework atoms,

and repulsive forces then tend to push the framework atoms outward which leads to

an expansion of the framework. We would like to point out that the changes in both

experiments and simulations generally are in agreement. Although the changes in unit

cell size are relatively small, the as-caused changes in defect size could be significant.

The results of molecular simulation are demonstrated in Fig.2.9, which shows

that MOR zeolite framework is relative rigid at low water loadings, but with increa-

sing amounts of water, the zeolite framework has a tendency to expand. When the

amount of water is low, water molecules are inclined to accumulate in the zeolite

cavity center before accumulating on the framework sites. This dynamic change is

due to the strongly polar nature of the water molecules being attracted towards the

center. But in MOR, there are two different cavity sites that can accommodate water

molecules. They can also accumulate in the smaller cavities and the two effects essen-

tially cancel out with some oscillatory behavior observed. This is somewhat different

than the trends in our previous work of LTA zeolite frameworks which does not have

the smaller cavities that are present in MOR. [81] With increasing of amount of wa-

ter loading, water molecules start to occupy areas near the framework atoms nearby

areas, and repulsive forces then tend to push the framework atoms outward, leading

to the zeolite framework expansion. This expansion is also observed in other simula-
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tions [82] and demonstrate the suitability of the potential model and the simulation

method.

2.4 Conclusion

In this report, the effect of adsorption-induced changes in zeolite crystal size on

the separation performance of NaA zeolite membrane for dehydration of alcohols was

investigated using molecular dynamics simulations to provide molecule-level insight

to explain some of the experimental observations :

(a) MD shows that defects in the crystal do not attract enough adsorbed water

molecules to block the defect pores, which leads to a higher resulting IPA flux

and lower separation factors. Unlike methanol or ethanol, isopropanol cannot

enter the NaA cages and is thus unable to mitigate the effects of low water

loadings. Thus an increase of the isopropanol flux can be observed concomitant

with a decrease of feed water concentration.

(b) Molecular simulations show that at low loading of water, NaA crystals contract

slightly, while they expand similarly at higher loadings. This behavior is due to

the interaction between zeolite framework atoms and water molecules.

(c) Different behaviors have been revealed for MOR zeolite at low water loading.

The size oscillates instead, because the effects of two kinds of cavities cancel

out with each other.

Our studies have enabled us to provide an improved understanding of changes

in the sizes of zeolite crystals effects on NaA and MOR zeolite membrane permeation

and separations, which will enable further development in the use of NaA zeolite

membranes in industrial separations.
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Figure 2.1. VP separation results of M1 for binary water/alcohol(methanol, ethanol
and IPA) mixtures at 373K as a function of feed water content : (a) water and
alcohol fluxes, (b) separation factor.
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Figure 2.2. VP separation results of M2 for binary water/alcohol(methanol, ethanol
and IPA) mixtures at 373K as a function of feed water content : (a) water and
alcohol fluxes, (b) separation factor.



22

Figure 2.3. Schematic of the simulation system for VP through NaA zeolite membrane.

Figure 2.4. Perspective view of Mordenite and Linde Type A zeolite frameworks
(cation ions are not shown in the picture). Yellow balls stand for Si/Al atoms,
while red balls stand for O atoms.
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Figure 2.5. Permeation number of IPA molecule as a function of time under different
feed water contents.
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Figure 2.6. Contrasting behavior with pure IPA (left side, a, c, and e) and with 5
wt% water (right side, b, d and f) : axial views of the defect showing (a) pure
IPA molecules permeating the defect and (b) water and IPA molecules blocking
the defect ; (c) as (a) above but IPA molecules not shown ; (d) as (b) above but
IPA molecules not shown ; cross section views showing (e) pure IPA in cavity and
(f) both water and IPA molecules in cavity. The spheres represent : green, zeolite
framework sites ; yellow, defect sites ; orange, IPA sites ; blue, water. The spheres
to ease viewing are not to scale.
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Figure 2.7. Change in phase behavior of vapor phase when water is present : (a)
snapshot of the pure IPA vapor phase for a section of the simulation system (away
from membrane) ; (b) snapshot with 5 wt% water in vapor phase (away from mem-
brane) ; (c) snapshot of simulation system near the zeolite membrane for pure IPA ;
(d) snapshot of simulation system near the zeolite membrane for 5 wt% water in
vapor phase. Key : purple zeolite membrane ; orange IPA ; and blue water.
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Figure 2.8. Changes of LTA zeolite cavity volume as a function of water loading.



27

Figure 2.9. Changes of MOR zeolite cavity volume as a function of water loading.
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CHAPTER 3

MOLECULAR DYNAMICS SIMULATIONS OF THE CHIRAL RECOGNITION
MECHANISM FOR A POLYSACCHARIDE CHIRAL STATIONARY PHASE IN

ENANTIOMERIC CHROMATOGRAPHIC SEPARATIONS

3.1 Introduction

3.1.1 Chiral Enantiomers. A molecule with a single chiral center has two enan-

tiomers, often referred to as either S or R enantiomers, which have the same molecu-

lar composition but different three-dimensional structures. [83] Enantiomers of drugs

could have very different pharmacological activities in living systems since the human

body is a highly chiral environment. [84] One enantiomer could have a beneficial the-

rapeutic value ; the other could either be inactive, have a distinctly different activity,

or even have an undesirable activity. [85]

3.1.2 Modern Technologies to Separate Chiral Molecules. One of the most

effective methods of separating chiral molecules is chromatography, such as gas chro-

matography (GC) and high performance liquid chromatography (HPLC). Chiral sta-

tionary phases (CSPs) are specially made for chromatographic separation of chiral

substances. Many different types of CSPs have been synthesized and commercialized,

such as Pirkle or brush types, [86] [87] [88] polysaccharide-based, [89] [90] ligand ex-

change, [91] [92] and so forth. The structure of the most widely used chiral stationary

phases, polysaccharide-based CSPs, have been extensively investigated. [93] [94] Ya-

mamoto et al. [95] reported that ADMPC possesses a left-handed 4/3 helical structure

in chloroform. Ma et al. [96] used vibrational circular dichroism measurements and

also suggested a left-handed helical structure of ADMPC. Besides the backbone heli-

cal structure, the structure of the side chain has also been studied ; Kasat et al. [97]

reported that it has a planar conformation.

The most prevalent consensus on the interaction mechanism between the CSPs
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and enantiomers is that at least three sites of interaction must be available to effect

chiral discrimination, often referred to as the Easson-Stedman "three-point interac-

tion" model. [98] However, the limitations of the three-point model make it less use-

ful when considering the chiral recognition mechanism of polysaccharide-based CSPs

because of the additional hydrogen-bonding sites contributed by the derivatives on

the polymer, and that the hydrogen-bonding sites in one derivative are on the same

plane. Moreover, static configurational recognition models overlook the fact that chi-

ral recognition is a dynamic process, in which the structure of CSPs and enantiomers

change dynamically in the presence of the mobile phase.

The optimization of a chiral chromatography process needs to take many fac-

tors into consideration : the choice of CSPs, [99] mobile phases and any modifiers, [100]

column temperature, [101] [102] and the pH conditions. [103] The usual empirical ap-

proaches to examine the various combinations is tedious and time-consuming. For

example, there are many options even for just the polysaccharide-based CSPs, which

can be categorized based on their derivatization and whether they are coated or co-

valently bound to the silica support. The selection of mobile phases is critical, in that

the enantiomers should be soluble in the mobile phase, but the chiral phase solid sup-

port complex must be insoluble in the mobile phase, else the chiral selector will come

off the silica support. The mobile phase should facilitate the interactions between the

CSPs and enantiomers, yet be nonreactive with them. A number of suitable mobile

phases have been used including aliphatic hydrocarbon-alcohol blends such as heptane

and 2-propanol (IPA), polar phases such as alcohols (methanol, ethanol, etc.), alcohol

blends, acetonitrile, alcohol-water blends, and water. Sometimes modifiers may need

to be added to the mobile phase to reduce secondary interactions, which cause the

dispersion (peak broadening) of the analyte. [104] Therefore, to separate a particular

pair of enantiomers, there could be, for example, eight CSPs, five mobile phases, and

three modifiers, or 120 combinations that must be tested experimentally.



30

3.1.3 Current Computational and Modeling Research on the Chiral Re-

cognition Mechanism. Computational chemistry and molecular modeling provide

a closer look at the detailed structure of the chiral selectors and their interaction with

enantiomers, which help to elucidate the chiral recognition mechanism of ADMPC. In

combination with NMR experiments, Ye et al. [105] used implicit-solvent molecular

dynamics (MD) simulations to study the interaction between a 12-mer of ADMPC

with a fixed backbone and the enantiomers. However, their simulation lasted for 2 ns,

which might not be long enough to reach equilibrium, and the fixed backbone struc-

ture and the placement of the enantiomers in the groove might also have caused some

artifacts that could affect the results of the simulation. Furthermore, implicit solvent

simulations do not take into account possible local contributions of solvent molecules

to changes in configuration of the selector. Similar MD simulations have been repor-

ted by Kasat et al. [93], which were also conducted on a system containing ADMPC

with fixed backbone structure in the absence of solvent molecules. The composition of

the mobile phase can have a crucial effect on chiral recognition because it can affect

the structure of the chiral selector and the enantiomer. The effect of the solvent has

not been considered in previous theoretical computational studies or in any proposed

mechanisms for polysaccharide-based CSPs ; however, there are indications that the

mobile phase could play a role in chiral separations. Several MD simulations studies

have shown that the absence of explicit solvent in the simulation might induce signifi-

cant errors in the results of the simulation of the binding of ligands to proteins. [106]

Li et al. [107] conducted molecular docking simulations as well as MD simulations of

the interactions between an ADMPC with a fixed backbone dihedral angle and me-

talaxyl/benalaxyl enantiomers, and they concluded that hydrogen bonding is a key

factor controlling the chiral separation. Unfortunately, the docking simulations were

based on static configurations of ADMPC and enantiomers, thus missing the dynamic

nature of the chiral recognition process in their studies.
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Density functional theory (DFT) calculations have also been employed to elu-

cidate the binding mechanism between ADMPC and enantiomers. Tsui et al. [108]

used DFT methods to study the interaction between the enantiomers and a single mo-

lecule of methyl N-methyl carbamate. They proposed a recognition mechanism with

three-point interactions. However, in reality the ADMPC polymer has a large number

of glucose units and three carbamate side chains on each unit, thus having numerous

potential hydrogen-bonding sites. The lowest energy configurations they considered

may not be consistent with the lowest energy configuration of one enantiomer with

the polymer in the presence of solvent molecules.

3.1.4 Motivation for Molecular Dynamics (MD) Simulation as a Method

of Describing the Dynamic Chromatographic Process. Since chromatographic

separation is a dynamic process, with the interactions between the drug and the chiral

stationary phase mediated by the solvent, no single interacting structure, such as

could be found by minimizing the energy using quantum calculations, could possibly

describe and account for the ratio of residence times in the chromatographic column

for the enantiomeric pair.

Molecular dynamics simulations provide a dynamic atomistic representation of

the interaction between the solute enantiomers and the chiral selector ; thus, a large

variety of distribution information can be examined, and averages can be obtained

over MD trajectories hundreds of ns long. Our aim was to find a set of MD ave-

rage values that can be correlated with the experimental elution order and with the

experimental separation factor. Only atomistic dynamic simulations can provide the

dynamic molecular level mechanism for the chiral separation. A further advantage

is that, with molecular dynamics simulations we can actually test, at will, whether

particular chemical modifications to the CSP will enhance the differences in the chiral

interactions of the enantiomers with the CSP. Only when we truly understand the
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mechanism, can we suggest a priori possible chemical modifications on the racemate

or the chiral stationary phase that can improve separation factors for a particular S

and R pair. No static model can provide this type of information for further develop-

ment that can broaden the range of solvents, modifiers, and chiral stationary phases

in use.

In this chapter, we applied explicit-solvent atomistic MD simulations to better

understand experimentally observed solvent effects on the chiral recognition mecha-

nism. At first, the particular example of flavanone arose from our experimental studies,

in which we observed the large difference in separation factors upon changing only

the mobile phase. Here, we focus on elucidating the solvent effect on the structural

behavior of ADMPC. We demonstrate the left-handed helical structure of ADMPC

in MD simulations in different solvents, in agreement with NMR studies, [95] wi-

thout imposing any restraints on the backbone dihedral angles or the backbone atom

positions. We report the different configurations that ADMPC adopts in methanol,

acetonitrile and heptane/IPA (90/10), which is further explained by the distribution

of solvent molecules along the backbone of ADMPC. We observe differences in confi-

guration in different solvent conditions for the polymer alone in solution. We also

find quantitatively significant differences in the interactions between ADMPC and

the flavanone enantiomers in methanol or in heptane/IPA. These differences correlate

with the experimental elution order of the two enantiomers for both solvent systems,

as well as the experimental solvent effect on the separation factor. We present here

the chiral recognition mechanism from a new and dynamic atomistic perspective.

Then, several other enantiomer pairs are used to examine the interactions

and test the different MD quantities we produce to predict the experimental elution

order and separation factor (the ratio of residence times in HPLC). We broaden the

field of considered MD averages, to discover which of the dynamic averages from MD
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simulations provide better correlations with the experimental quantities across the

board for the selected solutes of various structural types and can serve as a useful

metric. The enantiomers we choose have pharmaceutical relevance and also their

absolute orders of elution are known experimentally, so that we may fully test our

metrics. We include cases in which the separation factor is relatively large as well as

two cases where they were close to 1.0. We would be interested to find commonalities

among this broad spectrum, although it is not to be expected that a universal chiral

recognition mechanism is in play for the chosen prototypical chiral stationary phase

ADMPC with every single one of the selected solutes in the various solvents.

3.2 Methodology

3.2.1 Generating Force Field Parameters for ADMPC and Chiral Enan-

tiomers. Modern classical molecular dynamics models use certain functional forms

to interpret quantum effects and electron potentials. Although they are useful to si-

mulate conformational energies and non-bonded interactions for complex molecular

systems, such as proteins, lipids, polymers, DNA chains, etc., they suffer from the

fact that they do not have a firm physical underpinning as quantum-mechanically-

based methods. In this sense, fitting experimental data into empirical parameters for

a working force field is important.

Instead of using electron clouds and its distributions, the classical MD method

often uses the partial point charge models. Specific force field is usually accompanied

with its own systematic procedure to generate parameters such as partial charges,

bond strengths, dihedral energy barriers. All those parameters are calibrated through

fitting with experiments or quantum calculations and inserted into the functional form

of the force field. In order to derive atomic charges of ADMPC and drug molecules, ab

inito quantum mechanical calculations were performed using GAUSSIAN 09 [70] and

DFT-B3LYP/6-31G(d) Method/Basis set combination. The choice of DFT-B3LYP/6-
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31G(d) is aligned with the GAFF force field [11] which we used in this study. Apart

from that, Becke-3-Lee-Yang-Parr (a.k.a. B3LYP) [109] [110] is a widely used and

standard DFT exchange-correlation functional. Compared with Hartree-Fock (HF)

or post-HF methods, it provides better dynamic electron correlation and is generally

much cheaper than HF methods. [111]

After that, restrained electrostatic potential (RESP) [112] fit was used to find a

set of partial point charges. The RESP (Restrained ElectroStatic Potential) program

fits the quantum mechanically calculated molecular electrostatic potential (MEP) at

molecular surfaces used a multi-parameter set of atom-centered point charges. This

method was developed primarily by Bayly. [112] A quantum mechanical program such

as Gaussian, [70] Jaguar, [113] GAMESS, [114] or Firefly [115] is used to generate the

MEP input for RESP.

The structure of ADMPC shown in Fig. 3.1 was obtained from Okamoto et

al. [95], which is already an optimized structure. Methyl groups were used to cap each

end of the monomer when generating the partial charges. This is to ensure that the

system is neutral because the polymer should have many more repeated monomer

units than the 12-mer we used in the study. To facilitate the QM calculations on

ADMPC, the partial charges were calculated for only one monomer and later applied

to each monomer along the polymer chain. Force field parameters such as bond,

angle, dihedral, and nonbonded energy terms were generated based on the AMBER

GAFF [11] library.

3.2.2 Equilibrating ADMPC in Different Solvents. One 12-mer ADMPC chain

was placed into the solvent box (containing methanol, acetonitrile or heptane/IPA

(90/10 v/v)) to generate the average structure using clustering analysis. [116] The

average structures in the two solvent systems were later used as the starting points

when both ADMPC polymer and chiral enantiomer are in the same simulation sys-
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tem. We used a 70×70×70 Å3 box, large enough to ensure that the 12-mer ADMPC

does not interact with its periodic mirror image. These types of simulations were

performed : one contained one 12-mer ADMPC chain and 4826 methanol molecules ;

the second contained one 12-mer ADMPC polymer, 1159 heptane molecules, and 215

IPA molecules ; the third contained one 12-mer ADMPC and 4826 acetonitrile mo-

lecules, to mimic the exact concentrations of the experimental conditions (based on

the density of the solution, the molar mass of the solvent molecules, the composition

of the mixture, and the size of the simulation box).

Each simulation was conducted using the AMBER simulation package [33] at

298K for 100 ns to permit the ADMPC polymer to approach equilibrium. First, a

solvent minimization was performed for 10000 steps using the steepest descent method

with the ADMPC chain restrained with a force of 10.0 kcal/mol. Then the system

was gradually heated in 100 ps to reach the target temperature of 298K with the

ADMPC polymer restrained via a force of 10.0 kcal/mol. After that, an NPT ensemble

MD run was performed for 20 ps with ADMPC still restrained with the same force.

Subsequently, another round of minimization for 10000 steps with a restraint of 5.0

kcal/mol on the ADMPC polymer was conducted, which is followed by another 20

ps NPT ensemble MD run with ADMPC restrained. Then, the system was further

minimized without any restraint for another 10000 steps, followed by a reheating to

the target temperature (298K) in 40 ps. Eventually, a production NPT ensemble MD

run was conducted for 100 ns. The temperature of the system was maintained by

the Berendsen thermostat. [117] Long-range electrostatic interactions were calculated

by Partial mesh Ewald (PME) summation [57] with a 9Å cutoff radius. A 1×10−5

tolerance for the Ewald convergence was used to calculate the nonbonded interactions.

Bonds involving hydrogen atoms were constrained via the SHAKE algorithm. [118]

Each simulation was carried out for at least 100 ns. Statistical analysis is based on

the last 40-60 ns of the trajectories using Ambertools [33], VMD [119], and in-house
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scripts.

3.2.3 Clustering Analysis. Clustering analysis in molecular modeling is a method

to generate a structure that has the largest population over other possible structure

appearing in the MD trajectory. [116] Throughout the MD trajectory, there are many

ADMPC structures appearing, but the structure we are going to use initially to sample

the interactions between ADMPC and chiral molecules is important. We prefer the

most representative structure, which occurs most frequently in the equilibration in

solvents. This selection would facilitate reaching the equilibrium in the next step

when the enantiomers will be introduced. Generally, the cluster analysis is a task to

group the possible structures in such way that all the structures in a subgroup is

more similar to each other from the same group than ones from other groups. To

be more specific, the cluster analysis can be achieved by various algorithms. The

one we used here is called centroid-based clustering. For each subgroup, if we pick

two structures and superimpose one on the other, the summation of the Root Mean

Square Displacement (RMSD) for selected atomic sites (eg. backbone, side chains,

phenyl groups, etc.) has to be smaller than a specified criterion. So, a smaller value of

criterion means that the structures in the same subgroup is more like each other, and

we may have more subgroups after clustering. In the same subgroup, the centroid

structure should have the lowest RMSD if superimposed with any other members.

Thus, the centroid structure can serve as the most representative one of its group.

In our study, only backbone atoms were taken into consideration in clustering

analysis, because the sole purpose of this analysis is to see if our model is able to

maintain the helical structure observed in NMR experiments. [95] The hierarchical

agglomerative approach was used in the clustering analysis. The minimum distance

between clusters was set as 3Å. A cluster was generated from the analysis based on

the distance between frames calculated via best-fit coordinate RMSD using atoms
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in the backbone of ADMPC. A single representative structure of ADMPC was then

generated in methanol and in heptane/IPA (90/10) solvent conditions from the last

20 ns of the simulations. This was used as the starting configuration in the simulations

containing both ADMPC and chiral enantiomers in the solvents. A similar procedure

was carried out for ADMPC in acetonitrile solvent.

3.2.4 Simulating the Interaction of ADMPC and Chiral Enantiomers. A

single ADMPC polymer in one starting configuration, and one molecule of the enan-

tiomer (either R or S) along with solvent molecules are included in the system. The

number of drug molecules and solvents was chosen to reproduce the concentration

conditions of the experiment. In the HPLC experiment, the concentration of the drug

sample is 1 mg/mL ; the volume of injection is 0.2 µL in each experiment ; the column

size is 3 mm I.D. × 50 mm long ; the amount of silica gel in the column is around 0.2

g. In addition, the loading level of the ADMPC polymers on the silica gel (i.e., the

weight of ADMPC polymer to the weight of the silica gel) must also be controlled.

Based on the experimental conditions mentioned above, we calculated the number

of drug molecules corresponding to one 12-mer ADMPC chain and found that there

is approximately only 1 drug molecule per 12-mer chain in the experiment. The en-

antiomer, either R or S configuration, is then randomly placed in the 70×70×70 Å3

box with the 12-mer ADMPC polymer, followed by the addition of solvent molecules

using the PACKMOL program. [120] The number of solvent molecules in the simula-

tion box is the same as that mentioned in the previous section of each system, since

the addition of only one small drug molecule would not have a significant effect on

the density of the solution. The simulation procedure is the same as mentioned in the

previous section. Each simulation was performed for at least 100 ns at 298 K.

First, we developed a fully flexible model (Model 1) where the ADMPC poly-

mer can freely float in the solvent and interact with drug molecules. Then, we carried
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out an equivalent study in which the drugs interact with a polymer which is restrained

with a weak harmonic potential (5 kcal/mol-Å) for each atom of the polymer after

equilibration in the solvent, which we call Model 2, to discover the extent to which the

free movement of all atoms of the short polymer in solution permit greater sampling

by donor-acceptor groups. For the restrained polymer, all atoms are still dynamic,

but the cavities for "docking" are very regular and consistent in free volume available

to the enantiomers ; and this situation may be more typical of very long polymers laid

down on the silica support. The purpose of Model 2 comes from the point that, in real

HPLC column, the functional chiral stationary phase (normally polymer strands) is

coated on the silica surface and their motions are restrained, but is not like the Model

1 where the polymer is free floating in the solvent.

3.3 Results and discussion

3.3.1 The Left-Handed Helical Backbone of ADMPC Differs in Hep-

tane/IPA compared to in Methanol solvent. Representative structures of

ADMPC in methanol and heptane/IPA (90/10) (Fig. 3.3) were generated by using

the clustering analysis discussed above. From our MD simulations, we observed that

that the most representative structure of the ADMPC strand in heptane/IPA (90/10)

is somewhat longer than that in methanol. End-to-end distances used to quantify the

length of ADMPC polymer strands are shown in Table 3.1. It is clear to see from the

table that the ADMPC in heptane/IPA (90/10) is more extended than in methanol

by 4.6Å.

3.3.2 The Ramanchandran Distribution Plots of ADMPC Amylose Back-

bone Differ in Solvents. Fig. 3.4 (left) shows definitions of Φ (angle formed by

C(-1)-N-Cα-C) and Ψ (angle formed by N-Cα-C-N(+1)) in a typical Ramachandran

plot, which represents the secondary structure of a peptide chain. The plot was de-

veloped in 1963 by G. N. Ramachandran, et. al. [121] by plotting the Φ values on



39

Table 3.1. End-to-end distances of the average structures of ADMPC in different
solvents.

Solvent systems Average of last 20 ns (Å)

Methanol 35.25 ± 0.70

Heptane/IPA (90/10) (v/v) 39.88 ± 0.96

the x-axis and the Ψ values on the y-axis. Plotting in this way graphically shows

the possibility of a combination of torsion angles. The torsional angles of each resi-

due in a peptide define the geometry of its attachment to its two adjacent residues

by positioning its planar peptide bond relative to the two adjacent planar peptide

bonds, thereby the torsional angles determine the conformation of the residues and

the peptide. By making a Ramachandran plot, biophysicists can determine which

torsional angles are permitted and can obtain insight into the structure of peptides.

For example, if most points are confined within the region where Φ < 0 and Ψ < 0,

that means the peptide has a α-helix structure. If most points are confined within

the region where Φ < 0 and Ψ > 0, that means the peptide has a twisted β-sheet

structure.

To further investigate the helical structure of the ADMPC and its backbone,

the dihedral angles, Φ (angle formed by H1-C1-O-C2) and Ψ (angle formed by C1-O-

C2-H2), were examined. Those two angles are involved in the glycoside bond and they

are illustrated in Fig. 3.4 (right). Since a 12-mer ADMPC polymer is investigated in

this study, we excluded the glycoside bonds involved in end monomers, namely the

one between 1st and 2nd monomer, and the one between 11st and 12st monomer. Those

bonds that connect the terminal monomers are relatively more flexible and do not

represent the central backbone structure of ADMPC polymer. The Φ and Ψ angles

are then used to draw a probability map of the dihedral angles as shown in Fig. 3.5,

which is analogous to the Ramachandran plot [121] used in describing the secondary
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structure of polypeptides in Fig. 3.4 (left). The ADMPC polymer is composed of a

amylose backbone which has a helical structure. So, most points should stay inside

the region where Φ < 0 and Ψ < 0. The colors go from blue to red representing the

density of points from low to high in various (Φ,Ψ) regions. For example, if a point

is colored by red, that means this point posits in an area with a higher local density

of points and the possibility of finding a nearby point is high.

We note from the figures that the ADMPC polymer is dynamic and the (Φ,Ψ)

angle distribution sweeps over a wide range at 298 K in the solutions, for both Model 1

(Fig. 3.6) and Model 2 (Fig. 3.5). However, Model 1 and 2 have a similar most probable

(Φ,Ψ) angles at (−60◦,−65◦) for all solvents ; thus, the most probable configuration

of the ADMPC backbone (shown in red) is very nearly the same in all cases considered

here. The less probable dihedral angle distributions (shown in dark blue) are more

spread out for Model 1 than for Model 2. This is readily understood because in Model

2 ADMPC atoms are weakly restrained. In these figures, we also find that the dynamic

nature of the chiral separation process results partially from the dynamic behavior of

the glycoside joints lying in the backbone of ADMPC ; this dynamic behavior clearly

offers a time-evolving distribution of the molecular electronic surface it presents to

the approaching solute. In contrast, in a static picture of molecular recognition, one

might choose only the one structure corresponding to the single most probable set

of (Φ,Ψ) values, for instance (−60◦,−65◦), and attempt to dock the enantiomers

onto that specific polymer structure. However, this will give rise to a clearly incorrect

representation of what goes on in the molecular recognition and chiral separation. All

configurations of the ADMPC backbone, not only (Φ,Ψ) = (−60◦,−65◦), contribute

to the separation process. The differences in the less probable dihedral angles in

ADMPC from one solvent to another likely contribute to the differences in magnitudes

of separation factors, and sometimes even the differences in elution order of the same

racemate in various solvent systems.
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It is interesting to note that the hierarchy of solvent hydrogen-bonding strengths

methanol, isopropanol, acetonitrile correlates with the changes in the glycosidic di-

hedral angles ; in the weaker H-bonding solvents, acetonitrile and isopropanol, the

glycosidic angles have a wider spread of distribution around the most probable value

for both Models 1 and 2. The maps (Fig. 3.5 & 3.6) show that the ADMPC average

configuration in each of the different solvent systems provides a different landscape

for the chiral solute to interact with, since the carbamate side-chains assume dif-

ferent distributions of orientations about the backbone when the glycosidic angles

change their values. This leads us to believe that one may, by studying the structure

of ADMPC in many more solvents, find a systematic order in solvents’ abilities to

promote greater or lesser differentiating/discriminating landscapes for enantiomeric

pairs. To some extent, the observed differences in the (Φ,Ψ) maps form a basis for

finding modified separation characteristics of a CSP when choosing different solvent

systems for a given racemate.

3.3.3 Solvent Molecules Are Involved in the Interaction Between the Chi-

ral Drug and ADMPC. Solvent molecules are found to play a critical role in

the interaction between chiral drugs and ADMPC, which is revealed by the correla-

tion between the drug-ADMPC electrostatic interaction energy and the number of

solvent molecules within 5Å of the flavanone enantiomers. As can be seen from Fig. 3.7

A,C,E,G, the electrostatic energy between flavanone and ADMPC has various clus-

ters along the time series, indicating multiple times of interactions between flavanone

and ADMPC. For the times when flavanone and ADMPC have strongly attractive

electrostatic interactions, a decrease in the number of solvent molecules around the

drug is also observed. This correlation can be found in the systems with flavanone

enantiomers and methanol. A similar correlation can be found between the number

of heptane molecules and the electrostatic energy between flavanone and ADMPC in

the system with heptane/ IPA (90/10) molecules.
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The rationale for choosing to investigate the properties noted above are as

follows : Only the electrostatic interaction energy between flavanone and ADMPC is

considered because the mechanism of chiral recognition strongly depends on the hy-

drogen bonding interaction, which is included in the electrostatic interaction. Another

reason is that the VdW interaction energy has not been found to have any correlation

with the selectivity in this system. We only present the number of heptane molecules

versus the time in the system with heptane/IPA (90/10) because the correlations

between the number of IPA molecules and the electrostatic energy between the drug

and ADMPC are hard to see, given that the number of IPA molecules is much lower

than that of the heptane molecules. Note that in the case of the heptane/IPA solvent

systems, we have seen that the IPA molecules have a much higher probability of being

found close to the ADMPC backbone than the heptane molecules. However, this does

not mean that heptane molecules play no role in the interaction between flavanone and

ADMPC. This is because flavanone enantiomers will have a much higher probability

of being solvated by heptane molecules than IPA molecules before it interacts with

the ADMPC. At the same time that flavanone enantiomers interact with ADMPC,

a significant drop in the number of heptane molecules, within the solvation distance

occurs, but not in the IPA molecules, which also explains why we are not able to see

a correlation between the number of IPA molecules close to flavanone enantiomers

and the electrostatic ADMPC-flavanone interactions.

3.3.4 The Dynamic Nature of the Molecular Recognition Process. Du-

ring an MD simulation run, the enantiomer molecule encounter the ADMPC polymer

frequently, so they form, break and re-form hydrogen bonds (between donors on the

solute with acceptors on the polymer, between acceptors on the solute with donors

on the polymer). With the repulsive or attractive interactions between bulky groups

such as rings on drug and polymer, the hydrogen-bonds are influenced by the space

available to the donor-acceptor sites to get close to each other. Since the R and S
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enantiomers of the drug have their own spatially distinct shapes relative to the chiral

polymer, such interactions between bulky groups will be distinctly different, leading to

different hydrogen-bonding opportunities that in turn lead to discrimination between

enantiomers. In this work, we examine various characteristics (averages and distri-

butions of hydrogen-bonding lifetimes) of dynamic encounters that can reveal the

nature of the differential interactions between the solute enantiomers with the chiral

stationary phase in the solvent, in terms of (a) hydrogen-bonding characteristics and

(b) ring-ring orientations.

3.3.5 Detailed Analysis of Hydrogen Bonding Between Drug and ADMPC.

The ADMPC has a C=O and a NH group in each carbamate side chain (of which

there are three such in every monomer of ADMPC). The drug molecule can have any

number of acceptors and donors. A structural schematic of ADMPC and several chiral

drugs are shown in Fig. 3.8. A strong/weak hydrogen bond may be formed between

a donor on the drug and the C=O of the polymer, or a strong/weak hydrogen bond

may be formed between an acceptor on the drug and the NH of the polymer. Also, a

donor on the drug can form a hydrogen bond with the –NH group of the ADMPC.

Any one or more of these hydrogen bonds may be longer-lived for one enantiomer

than the other.

Clearly, hydrogen bonding has a significant impact on the attractive inter-

actions between the drug molecule and the ADMPC polymers ; long-lived hydrogen-

bonding interactions between an enantiomer and the chiral stationary phase will defer

the drug molecule passing through the column, thus resulting in later elution than

its other-handed counterpart. Therefore, we considered various characteristics to des-

cribe the dynamic properties of hydrogen-bonding interactions between enantiomers

of the drug and the ADMPC. A hydrogen bond is defined in a conventional way in

our method : the donor and acceptor distance is less than or equal to 0.35 nm ; the
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donor-H-acceptor angle deviates from 180◦ by no more than 30◦. Since all solvent and

drug molecules are free to move throughout the simulation, a hydrogen bond may

stay and remain the above-defined structure for some number of time frames in one

MD trajectory that has a length of hundreds of nanoseconds. So we can easily get a

hydrogen-bond "lifetime" when a hydrogen bond is on and stays on continuously for

a time span. In one entire trajectory, the drug molecule moves in and out so that dif-

ferent hydrogen-bonding pairs of donor and acceptor can break, form and break again.

In those cases where more than one donor or acceptor is present on the drug molecule,

this happens to each and every donor-acceptor pair between the drug and the poly-

mer. Note that, for a single 12-mer, excluding the end units, there are 27 equivalent

(on average) –NH donor groups and 27 C=O acceptors. Thus, there is a multitude

of such hydrogen-bonding lifetimes to consider. For each enantiomer/solvent system,

in order to obtain statistically valid results, we carried out multiple MD trajectories

with varying initial orientations/positions of the drug relative to the polymer. In the

final analysis, the results from these trajectories are treated together, equivalent to a

trajectory that is a concatenation of all MD runs. Interactions of the drug enantiomers

with the end units of the 12-mer were ignored.

We shall state our metrics as follow :

For a particular donor and accepter pair, namely i here, throughout the MD

simulation, they form Ni long-lived lifetime fragments and each of them would have

a length of consecutive snapshots denoted as :

L1i, L2i, L3i, L4i, ... , LNi

Then the accumulated number of consecutive frames (Fi) in which a particular

donor-acceptor pair i is described as :

Fi =
N!

j=1

Lji (3.1)
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The average lifetime (AvgLTi) for a particular donor-acceptor pair i is :

AvgLTi =
Fi

Ni

(3.2)

The largest lifetime (MaxLTi) for a particular donor-acceptor pair i is :

MaxLTi = max(L1i, L2i, L3i, L4i, ... , LNi) (3.3)

For each particular donor-acceptor pair, we defined a weight factor wi. The

factor stands for the fraction of accumulated frames of such pair over the whole

accumulated frames of all pairs :

wi =
Fi(
i Fi

(3.4)

Then we defined such 6 metrics we used to describe the hydrogen bonding

strength :

maximum of averaged lifetime (Max-AvgLT ) for all pairs :

Max-AvgLT = max(AvgLT1, AvgLT2, ..., AvgLTi, ...) (3.5)

maximum of largest lifetime (Max-MaxLT ) for all pairs :

Max-MaxLT = max(MaxLT1,MaxLT2, ...,MaxLTi, ...) (3.6)

maximum of largest accumulated frames (Max-F ) for all pairs :

Max-F = max(F1, F2, ..., Fi, ...) (3.7)

weighted average of averaged lifetime (Avg-AvgLT ) throughout all pairs :

Avg-AvgLT =
!

i

wi ∗ AvgLTi (3.8)
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weighted average of largest lifetime (Avg-MaxLT ) throughout all pairs :

Avg-MaxLT =
!

i

wi ∗MaxLTi (3.9)

weighted average of accumulated frames (Avg-F ) throughout all pairs :

Avg-F =
!

i

wi ∗ Fi (3.10)

Thus, for a particular donor and acceptor partner, independent metrics that

we can use from the MD simulations are Fi, MaxLTi and AvgLTi. We consider these

quantities for each donor-acceptor pair, including all equivalent interactions with all

monomers on the ADMPC excluding the end ones. For most donor-acceptor pairs, the

relative order (S >R or vice versa) of the magnitudes of each of these three criteria

give results that are consistent with each other, so that any of the three criteria

usually leads to the same relative order. However, this is not always the case. For

convenience, we have compared lifetimes qualitatively for each donor-acceptor pair

and summarize the results in Table 3.2 for Model 1 and Table 3.3 for Model 2.

3.3.6 Prediction of Elution Order and Identification of the Enantiomer

That Elutes First. In the following discussions, we will focus on the Model 2

(weakly restrained polymer model). Model 2 depicts a more realistic situation than

Model 1 (polymer-free-floating model), and gives better results and accuracy on pre-

dicting elution. In reality, in the HPLC column, the polymers are pinned down by

attractive forces provided by the silica support surface. Thus, the motions of the

ADMPC polymers are restricted. This also provides us the instinct to develop a more

realistic model (Model 4) in the following chapter. However, we shall only focus on

results from Model 1 and 2, especially Model 2, in the following discussions.

In the case of trans stilbene oxide, only the S enantiomer has long-lived hy-

drogen bonds with the donor NH of the ADMPC. All three metrics F, MaxLT and
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Table 3.2. Dominant hydrogen-bonding interactions for enantiomers with the ADMPC
polymer (Model 1).

Drug R S Long lived for Expt. elutes last

trans-stilbene oxide Odrug-HNcsp Odrug-HNcsp R S

benzoin

O(H)drug-HNcsp O(H)drug-HNcsp R

SOHdrug-O=Ccsp OHdrug-O=Ccsp R

C=Odrug-HNcsp C=Odrug-HNcsp S

flavanone(methnaol) C=Odrug-HNcsp C=Odrug-HNcsp S S

flavanone(hep/IPA) C=Odrug-HNcsp C=Odrug-HNcsp S S slightly favored

tetramisole N(amine)drug-HNcsp N(amine)drug-HNcsp mixed S

binaphthol
OHdrug-O=Ccsp OHdrug-O=Ccsp S

S slightly favored
O(H)drug-HNcsp O(H)drug-HNcsp S

ambucetamide

C=Odrug-HNcsp C=Odrug-HNcsp R

No expt availableNH2drug-O=Ccsp NH2drug-O=Ccsp R

N(tert)drug-HNcsp mixed

etozoline

OC=Odrug-HNcsp OC=Odrug-HNcsp S

No expt available>Odrug-HNcsp >Odrug-HNcsp S

(5ring)=Odrug-HNcsp 5ring)=Odrug-HNcsp S

naringenina

O2Hdrug-O=Ccsp O2Hdrug-O=Ccsp S

R

>Odrug-HNcsp >Odrug-HNcsp R

C=Odrug-HNcsp C=Odrug-HNcsp R

O1Hdrug-O=Ccsp O1Hdrug-O=Ccsp mixed

O3(H)drug-O=Ccsp O3(H)drug-O=Ccsp mixed

O2(H)drug-O=Ccsp O2(H)drug-O=Ccsp R

O1(H)drug-O=Ccsp O1(H)drug-O=Ccsp S

thalidomideb

NHdrug-O=Ccsp NHdrug-O=Ccsp S

R

C=O1drug-HNcsp C=O1drug-HNcsp R

C=O2drug-HNcsp C=O2drug-HNcsp S

C=O4drug-HNcsp C=O4drug-HNcsp mixed

C=O3drug-HNcsp C=O3drug-HNcsp mixed

valsartanc

OC=Odrug-HNcsp OC=Odrug-HNcsp S

S

OHdrug-O=Ccsp OHdrug-O=Ccsp R

NC=Odrug-HNcsp NC=Odrug-HNcsp R

N6drug-HNcsp N6drug-HNcsp S

NHdrug-O=Ccsp NHdrug-O=Ccsp mixed

N8drug-HNcsp N8drug-HNcsp mixed

OHdrug-HNcsp OHdrug-HNcsp mixed

N5drug-HNcsp N5drug-HNcsp R

a In naringenin O3H is in the 5 position of 5,7-dihydroxy-2-(4-hydroxyphenyl)chroman-4-one, O2H is in the 7 position,

and O1H is hydroxyphenyl.

b In thalidomide O1 and O4 are the C=O in the dioxopiperidine portion of the molecule, O4 being the one para

to the chiral center. O3 and O2 are the C=O in the isoindoline 1,3 dione part of the molecule ; O3 is on the less

crowded side.

c In valsartan, N6 = N8 are on the exposed side of the tetrazol portion of the molecule ; N8 is the one bonded to the

NH, and N5 is the 3rd unprotonated nitrogen in the tetrazol part.
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Table 3.3. Dominant hydrogen-bonding interactions for enantiomers with the ADMPC
polymer (Model 2).

Drug R S Long lived for Expt. elutes last

trans-stilbene oxide Odrug-HNcsp Odrug-HNcsp S all metrics S

benzoin

C=Odrug-HNcsp C=Odrug-HNcsp S

SO(H)drug-HNcsp O(H)drug-HNcsp R slightly favored

OHdrug-O=Ccsp OHdrug-O=Ccsp S

flavanone(methnaol) C=Odrug-HNcsp C=Odrug-HNcsp S S

flavanone(hep/IPA) C=Odrug-HNcsp C=Odrug-HNcsp S S slightly favored

tetramisole N(amine)drug-HNcsp N(amine)drug-HNcsp S S

binaphthol

OHdrug-O=Ccsp OHdrug-O=Ccsp S

S slightly favoredO(H)drug-HNcsp O(H)drug-HNcsp R

OHdrug-Ncsp OHdrug-Ncsp S

ambucetamide
C=Odrug-HNcsp R

No expt available
NH2drug-O=Ccsp NH2drug-O=Ccsp R

etozoline

OC=Odrug-HNcsp S

No expt available>Odrug-HNcsp S

(5ring)=Odrug-HNcsp R

naringenina

O1(H)drug-HNcsp O1(H)drug-HNcsp R

RO2Hdrug-O=Ccsp S

O1Hdrug-O=Ccsp O1Hdrug-O=Ccsp S

thalidomideb

C=O1drug-HNcsp S

R
NHdrug-O=Ccsp S

C=O4drug-HNcsp C=O4drug-HNcsp R

C=O3drug-HNcsp R

valsartanc

NHdrug-O=Ccsp NHdrug-O=Ccsp S

S

N8drug-HNcsp S

OHdrug-O=Ccsp S

N6drug-HNcsp S

NC=Odrug-HNcsp S

a In naringenin O2H is in the 7 position of 5,7-dihydroxy-2-(4-hydroxyphenyl)chroman-4-one, and O1H is hydroxy-

phenyl.

b In thalidomide O1 and O4 are the C=O in the dioxopiperidine portion of the molecule, O4 being the one para

to the chiral center. O3 and O2 are the C=O in the isoindoline 1,3 dione part of the molecule ; O3 is on the less

crowded side.

c In valsartan, N6 = N8 are on the exposed side of the tetrazol portion of the molecule ; N8 is the one bonded to the

NH.
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AvgLT for this hydrogen bonding pair are consistent in this prediction. Therefore,

the R enantiomer should elute first, in agreement with experiments by Okamoto et

al. [122] and also by Castillo-Gonzalez et al. [123]

In the case of benzoin, the acceptor C=O on the benzoin with the donor NH

on the ADMPC form the longest-lived hydrogen bonds for both enantiomers, more so

for the S enantiomer compared to the R, consistent with two (MaxLT and AvgLT )

out of the 3 metrics. Second in significance is the O(H) acceptor on the benzoin with

the NH donor on the ADMPC, comparable lifetimes for R and S, consistently slightly

favoring R. The donor OH on the benzoin with the acceptor C=O on the ADMPC

form the third most significant hydrogen bonds for the S enantiomer, dominating over

the R in MaxLT and AvgLT . It would appear that R should elute first, which is in

agreement with our experiment.

In the case of flavanone (2-phenylchroman-4-one), the differences between R

and S hydrogen-bonding lifetimes are more pronounced in methanol solvent. The

hydrogen bonding of the drug C=O acceptor with the NH of the ADMPC, consistently

for all 3 metrics, is more strongly favorable for the S enantiomer than the R, thus R

should elute first, in agreement with experiments in methanol by Cirilli et al. [124]

The heptane/IPA simulations favoring the S enantiomer, but not as strongly as in

methanol, also predict that R should elute first, consistent with the experiments using

a similar solvent system, hexane/IPA, by Okamoto et al. [122]

In the case of tetramisole enantiomers, only the tertiary amine nitrogen ac-

ceptor forms long-lived hydrogen bonds with the NH donor of the ADMPC for both

enantiomers, more so for S than for R, consistently for all three metrics. Thus, MD

results indicate that the R enantiomer of tetramisole should elute first, in agreement

with our experiment.
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In the case of 1,1’-bi-2-naphthol, for the S enantiomer, the dominant hydrogen

bonding partners are OHdrug–O=Ccsp followed by O(H)drug–HNcsp. For the R enantio-

mer, OHdrug–Ncsp followed by O(H)drug–HNcsp. With the OHdrug–O=Ccsp dominating

the interaction of the S enantiomer with the ADMPC, it appears that S is slightly

favored, thus, R should elute first, in agreement with our experiment.

In the case of ambucetamide, the acceptor C=O on the ambucetamide forms

the longest-lived hydrogen bonds with the NH of the ADMPC, but only for the R

enantiomer, and consistently in all 3 metrics. The S does not form this hydrogen

bond for the restrained polymer. The donor NH2 on the ambucetamide with the

acceptor C=O on the ADMPC forms the next longest-lived hydrogen bonds for both

enantiomers, much more so for the R enantiomer compared to the S, again consistently

in all 3 metrics. Thus, it would appear from our simulations that S should elute first.

There is, as yet, no experimental absolute assignment of the enantiomer that elutes

first. Our ultimate goal is to be predictive in suggesting the elution order. We have

therefore carried out some studies where no experimental data on elution order is

currently available.

In the case of etozoline the enantiomers have different dominant hydrogen

bonds with the ADMPC ; only the S enantiomer forms the >OC=Odrug–HNcsp and

N(5ring)drug–C=Odrug–HNcsp hydrogen bonds, whereas only the R enantiomer forms

the >Odrug–HNcsp hydrogen bond. The metrics indicate that the S enantiomer has

longer-lived hydrogen bonds, consistently for all 3 metrics ; thus, R should elute first.

There is, as yet, no experimental information to confirm this.

The other drug molecules (naringenin, thalidomide, and valsartan) have si-

gnificantly larger numbers of donor and acceptor sites, so a large number of pairs

contribute to the hydrogen bonding lifetimes as the drug makes its way in the vici-

nity of the ADMPC.
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In the case of thalidomide the results for individual donor-acceptor pairs do

not have the same strong preference, the C=O1drug–HNcsp and the NHdrug–O=Ccsp

favor S ; the C=O4drug–HNcsp are comparable for R and S, while the C=O3drug–HNcsp

hydrogen bonding is only occurring for R ; thus, the elution order prediction is not

unequivocal at this stage. In experiments by Sembongi et al. [125] for thalidomide in

methanol, the S enantiomer elutes first, but the experiment was not in pure methanol

solvent.

In the case of naringenin, the dominant hydrogen-bonding pair is the hydroxy-

phenyl O acceptor with the NH of the ADMPC for both R and S enantiomers, with

R heavily favored over S for all 3 metrics. Next most important for the S enantiomer

is the OH in the 7 position of 5,7-dihydroxy-2-(4-hydroxyphenyl) chroman-4-one as

donor to the C=O of the ADMPC. This pair has essentially no contribution for the

R enantiomer. The next most important contribution comes from the OH in the hy-

droxyphenyl as donor to the C=O acceptor in the ADMPC, for both R and S. Thus,

R appears more strongly hydrogen bonded overall and S should elute first. This agrees

with the experiment by Gaggeri et al. [126]

The S enantiomer of valsartan forms seven types of donor-acceptor pairs with

the restrained ADMPC, of which the R forms only a few types and these are short-

lived. Thus, it appears that valsartan overwhelmingly favors S (perhaps too much),

thus R should elute first, in agreement with our experiment.

Thus, we find, for the weakly restrained ADMPC polymer, that examination of

the MD metrics for individual types of donor-acceptor pairs provide fairly consistent

predictions of elution order. When all pairs favor the S enantiomer, for example, this

would indicate that a prediction that R elutes first is fairly safe to make. And those

elution order predictions are found to be fairly consistent with experimental results.
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The simulation results are not nearly as consistent for the unrestrained poly-

mer (Model 1), with the three MD metrics giving inconsistent predictions for some

donor-acceptor pairs, and with various acceptor-donor pairs providing inconsistent

preferences based on the individual metrics, resulting in a lack of predictivity. There

is no clearly dominant donor-acceptor pair for most drugs, and for tetramisole, am-

bucetamide, naringenin, thalidomide, and valsartan, most results are mixed, that is,

the 3 metrics provide inconsistent results for the same donor-acceptor pair. Also,

there are many more donor-acceptor pairs that participate in the unrestrained poly-

mer, compared to the restrained case, with no dominant contributions. Since not all

donor-acceptor pairs favor the same enantiomer, an elution order prediction is not

possible at this stage for these racemates interacting with a Model 1 ADMPC. These

results indicate that the unrestrained short polymer in solution may be far too flexible

in presenting a consistent model for the enantiomers.

3.3.7 Correlation of MD Metrics With Separation Factors. In the above

discussion, we looked at individual donor-acceptor pairs and considered the informa-

tion that is available from the MD metrics for each pair. Since the drugs have one or

more donor sites, and/or one or more acceptor sites, in order to find a quantitative

metric that we can use to correlate with experimental separation factors, we need to

choose a parameter that combines all donor-acceptor partners in the system. If more

than one donor-acceptor pair is available, the maximum values of MaxLTi, AvgLTi

and Fi are 3 possible metrics that could be correlated with the retention times of

the enantiomers ; this makes some sense in that the longest-lived hydrogen bond may

control the elution order. On the other hand, the properly weighted average of each of

these quantities over also can provide 3 possible metrics. These weighted averages, to-

gether with the maximum value of MaxLTi, AvgLTi and Fi among all donor-acceptor

partners, thus constitute the six MD metrics in our study.



53

In the typical HPLC experiment, the separation factor α is defined as the ratio

between the retention times, that is,

α =
(t2 − t0)/t0
(t1 − t0)/t0

(3.11)

where t2 is the retention time of the second eluted peak, t0 is the hold-up time, and t1

is the retention time of the first eluted peak. We should note that, by this definition,

the experimentally αs are always larger than 1. Then the reported α could be the

retention time ratio of S/R or R/S, depending on which one is larger than 1. The

use of α is experimentally practical and in common use because it does not require

the independent knowledge of the identity of the enantiomer that elutes first. In this

study, we use a ratio S/R, rather than the value α. Our ratio, S/R of MD metrics,

comes out as greater than 1 if R elutes first, and less than 1 if S elutes first.

The ratios S/R for each of the 6 possible MD metrics defined above, are shown

in Table 3.4 for each enantiomeric pair studied in this work, using Model 2. These

values are to be compared with the experimental ratio of the retention times (S/R)

for the enantiomers of the drug in the given solvent system with ADMPC as the

chiral selector. For ambucetamide and etozoline, where only the value α has been

reported, we display the experimental α value and its reciprocal as possible values for

the experimental ratio S/R. Each of these possible metrics has been plotted against

the experimental separation factor to discover which provides the best correlation

coefficient. The correlation coefficients found are listed as the last row in Table 3.4.

In carrying out the least squares fit that correlate the S/R MD metrics with experi-

mental values, we excluded valsartan, where we did obtain the correct elution order

but separation metrics ratios are extremely large, for reasons we have not yet deter-

mined. Also, for the purpose of finding the correlation coefficients, we assigned the

elution order to be that which we found from the MD analysis for the two drugs

(ambucetamide and etozoline) for which the absolute configuration of the first eluted
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enantiomers are still unknown experimentally [128]. As seen in Table 3.3 and 3.4, our

MD results provide the same prediction across the board for all metrics for these two

drugs ; therefore, we believe that we very likely have the correct MD prediction of

elution order in these two cases. The best correlation coefficients for the restrained

polymer are for metrics based on the maximum lifetimes ; that is, both the average

of the individual maximum lifetimes for each donor-acceptor partner and the overall

maximum value. At the present stage of this work, the best correlation provides sepa-

ration factors with a correlation coefficient of 0.876, although the next best correlation

has a very similar correlation coefficient of 0.863 ; both metrics are based on maxi-

mum lifetimes of donor-acceptor partners. The elution order is predicted correctly for

all but thalidomide. Our thalidomide prediction is not necessarily incorrect since the

independent determination of absolute configuration was not 100% methanol as in

our simulations, but 70% methanol, 10% acetonitrile, and 20% citrate buffer with a

pH of 3.0. [125] We summarize the two best correlations with experiments in Fig. 3.9,

data taken from Table 3.4. We note that these metrics capture a high percentage of

the elution orders observed in experiments.

As already discovered in considering individual donor-acceptor pairs in Tables

3.2, it would be unsurprising that, in Table 3.5, we find the wrong elution order pre-

dicted by the Model 1 (unrestrained polymer model) and poor correlation coefficients.

This shows that Model 1 is not an acceptable model for simulating enantiomeric se-

parations using ADMPC coated on a solid support in HPLC chiral separations.

3.3.8 Analyses of the Ring-Ring Interactions Between Drug and ADMPC.

Ring-ring interactions are expected to play an important role in molecular recognition,

although the classical MD simulation we use in this study cannot necessarily depict the

attractive π-π interactions. The planar bulky rings on the ADMPC side-chian control

the space and orientation that can be accessible to the drug. The drug molecule
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itself also has rings and, indeed, only chiral enantiomers with a ring system can

be separated by a chiral stationary phase. We mentioned earlier that the hydrogen

bonding interactions are buried inside the cavities and are flanked by rigid and bulky

phenyl groups which are located at the surface ; therefore, the latter are expected to

control access to the hydrogen-bonding sites via steric factors. Repulsive interactions

dictate where the rings of the drug molecule can and cannot be absorbed on the

polymer surface. Since the enantiomers are mirror images of each other, occupiable

spaces are different for the two enantiomers ; the permitted proximity of the hydrogen

bonding acceptors or donors on the drug to the donors and acceptors on the ADMPC

is thereby limited for the two enantiomers. Effectively, this permitted proximity is

what each enantiomer has to work with, and it can optimize the forming/breaking

hydrogen-bonding with the ADMPC. It is therefore of interest to characterize and

examine the ring-ring interactions between drug and ADMPC. Using only distances

between ring centers provides is less informative. Instead, we map out the distribution

of angles between the ring normals of drug and ADMPC, in order to quantify the

distribution of parallel stacking as opposed to other arrangements. It can also be used

to determine how the π-π stacking structure may increase or diminish the ability of

the donor and acceptor sites to get close to each other.

For benzene dimer, CCSD(T) calculations reveal that the interaction is attrac-

tive in nature for three canonical structures : parallel displaced, T-shaped edge-to-face,

and eclipsed face-to-face, with a preference for the parallel displaced and T-shaped

edge-to-face geometries [129] (Fig. 3.10). The canonical structure called eclipsed face-

to-face corresponds to angles γ = 0◦ and θ = 0◦, Rcen = 3.8 Å, whereas the canonical

edge-to-face structure corresponds to angles γ = 90◦ and θ = 0◦, Rcen = 5 Å ; and the

parallel displaced structure corresponds to angles γ = 0◦ and θ = 63◦, Rcen = 4 Å.

However, heteroatoms on the ring or substitution of H by other functional
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groups, even CH3, make a significant difference [130]. Thus, the example of benzene

dimer is not sufficient to represent the π-π interaction since polarization or enlarge-

ment of the π system changes the preferred intermolecular arrangement dramatically ;

so do the presence of polar or non-polar solvents.

As a widely accepted concept, a chiral recognition rationale which entails at-

tractive face-to-face or parallel displaced π-π interaction in conjunction with hydrogen

bonding has often been used to explain separation performance. [131] In this work, we

try to find an applicable metric for a wide variety of chiral drug molecules interacting

with the ADMPC chiral stationary phase in various solvent systems. The dynamic

nature of the separation process indicates that using specific static arrangements as

outcomes is not sufficient ; therefore, we consider the distribution map of different

arrangements involving aromatic ring(s) of both the chiral molecules and ADMPC’s

side-chains. Angles and distances which define the relative coordinates of the two

rings are shown in Fig. 3.11.

The theoretical calculations indicate that the interaction between two aromatic

rings is attractive over a range of distances, still significant at 5 Å for the eclipsed

face-to-face and parallel displaced, for which the minimum occurs at 4 Å, while the

edge-to-face is still significantly attractive up to 6.5 Å, for which the minimum occurs

at 5 Å. Note that we are using the ring on the drug molecule as our reference point

to define the angle θ. Thus, the configuration θ = 90◦, γ = 90◦ is also an edge-to-face

structure. [129]

Before scattering the angles on the distribution map, we first calculate the

Rcen-Rcen the distance. We only show the angles for ring-ring interactions when Rcen

does not exceed the distance threshold. For center-to-center distances Rcen ranging

from <4.4 Å up to <5.4 Å between a specific ring on the enantiomer and the shortest

ring on the ADMPC, we plot the map of the angles γ, θ and the vector Rcen which
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have been illustrated in Fig. 3.11. Here, we show only the results where Rcen is less

than 4.4 Å. The colors from blue to red represent the density of the data points going

from low to high. The ring-ring configurations are found to be very dynamic in all MD

simulations. However, ring-ring interactions may retard or facilitate the formation of

hydrogen-bonds, despite their broadly varying configurations. We then look into the

distribution of orientations between the drug ring and the closest ring in the ADMPC.

In Fig. 3.12, we give the results for each of the two phenyl rings of benzoin (solvents :

heptane/isopropanol 90 :10) as our example. The illustration of how we number the

phenyl groups of benzoin is shown in Fig. 3.8.

(a) Both the phenyl groups of the benzoin molecule behave very dynamically when

they are interacting with phenyl groups on the ADMPC’s side-chains.

(b) The classical MD has its limitation on interpreting molecular and atomistic

electron states. So as its drawback on π cloud in the aromatic system. So, the

canonical structures calculated by CCSD(T) rarely show up here. We see that

γ = 0◦, θ ≈ 0◦s (eclipsed face-to-face), γ = 0◦, θ ≈ 60◦ (parallel displaced) and

the edge-to-face structure (γ = 90◦, θ = 0◦) are not represented at all, for ring

#1 or for ring #2. Recall that the angle θ is referenced relative to the ring of

the drug molecule, so this edge-to-face configuration corresponds to the drug

phenyl ring with its edge to the center of an ADMPC ring. Another edge-to-

face structure (γ = 90◦, θ = 90◦) is not populated either ; this corresponds to

the ADMPC phenyl ring with its edge to the center of the drug phenyl ring.

Thus, neither aromatic ring on benzoin appears to have long-time involvement

in supportive γ − θ interactions with the chiral stationary phase.

(c) At these close distances there is an observed preference for average angles in

the vicinity of γ = 15 ± 10◦, θ = 30 ± 10◦ for both rings in benzoin and the

ADMPC rings.
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(d) For both R and S enantiomers, the phenyl group attached to OH (ring #1), in

the top figures, has a larger number of short-range interactions with the rings of

the polymer compared to the phenyl group attached to C=O (ring #2), in the

bottom figures. This has a more physical meaning because the hydroxyl group

is known to have stronger hydrogen-bonding ability than carboxyl group.

(e) The angle distribution maps for R benzoin differ from that of S benzoin ; that

is, Model 2 ADMPC discriminates between the two enantiomers in terms of the

ring-ring interactions.

In order to have a better understanding on the role of ring-ring interactions

in chiral recognition, we investigate the distribution of angles (γ, θ) for each of the

rings in benzoin with the rings on the ADMPC polymer, only for the time frames

where a hydrogen-bond between the drug and the ADMPC is maintained in the

trajectory (Fig. 3.13). There are fewer points, but the highly probable angles (the

bright regions in the angle distribution maps) are the same as in Fig. 3.12. The paucity

of the canonical structures of the type eclipsed face-to-face, parallel-displaced, etc.

that we have seen in Fig. 3.12 is likewise found here. The angle distributions are more

sharply distinct between S and R benzoin in Fig. 3.13 where at least one hydrogen-

bond between the drug and the ADMPC forms. This indicates that formation of a

hydrogen bond between the drug molecule and the ADMPC is often accompanied

by preferential distribution of ring-ring angles, telling us that persistent hydrogen

bonds are often assisted by ring-ring interactions, and that the hydrogen-bonding

and ring-ring orientations are coordinated. For the hydrogen-bonded benzoin there

is an observed preference for average angles in the vicinity of γ = 10◦, θ = 30◦

for both rings in benzoin and the ADMPC rings. In comparison to Fig. 3.12, Fig.

3.13 have more points, but the highly probable angles shown by the bright regions

are unchanged, and no population at all corresponding to the canonical structures,
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except for occasional observations close to γ = 90◦, θ = 90◦ for ring #1.

The number of incidences of ring-ring distances Rcen < 4.4 Å is greater for

ADMPC Model 1. The general trends (a)-(b) of ring-ring orientations are the same

for both unrestrained (Model 1) and restrained (Model 2) ADMPC polymer. However,

there are some other important differences. For Model 1, the angle distribution maps

are barely distinguishable for R and S, with most probable angles around γ = 15◦,

θ = 30◦ for both rings in benzoin and the ADMPC rings. Furthermore, when only

those time frames that have a hydrogen-bond between the drug and the ADMPC

in a 100 ns trajectory are collected, the angle distribution maps are again nearly

indistinguishable for R compared to S, with most probable angles in the vicinity of

γ = 15◦, θ = 30◦ for both rings in benzoin and the ADMPC rings. Therefore, Model

1 is much less discriminating than Model 2, not only in hydrogen-bond interactions

but also in ring-ring interactions.

Apart from the dynamic properties we have found in the distribution plot,

we also examine one of the snapshots corresponding to a long-lived hydrogen-bonded

configuration. We look at the orientation of the drug molecule, particularly the ar-

rangement of the drug rings relative to the ADMPC rings. This is only one example

of the great multitude of "docked" positions for the S versus the R chiral drug. We

show these two snapshots, one for S enantiomer and the other for the R enantiomer

hydrogen-bonded to ADMPC in Fig. 3.14.

To guide the eye, the hydrogen bond in these snapshots is illustrated by an

arrow from donor to acceptor. In both S and R cases, the hydrogen-bonds form as the

NH of the carbamate toward the carbonyl of the benzoin, C=Odrug - HNcsp. We also

use dashed lines to join the ring centers to indicate the ring-ring interactions between

the ADMPC and the benzoin. The distance Rcen is shorter than 4.4 Å as we have

discussed above. We see that for the S enantiomer (left Fig. 3.14), the assistance of
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rings from ADMPC polymer appear to keep the benzoin ring #1 in place and thus

facilitate the orientation of the whole benzoin molecule. This special arrangement

is helping to stabilize the C=O group on benzoin to form the hydrogen-bond with

the carbamate group on the ADMPC. The benzoin ring #2 is also involved in an

interaction with the carbamate group of the ADMPC. These two correspond to the

following geometries : Rcen = 4.4 Å and angles γ = 23.5◦, θ = 37.1◦, and Rcen = 4.8

Å, γ = 40.9◦, θ = 27.0◦. For the ring #2 next to the acceptor C=O group : Rcen = 4.6

Å to the closest ring of the ADMPC and ring-ring orientation angles are γ = 8.8◦, θ

= 32.7◦. Although such ring-ring arrangement facilitates and stabilizes the acceptor

C=O group towards forming the hydrogen bond, none of these ring geometries is close

to the attractive canonical structures.

On the other hand, in the R benzoin (right Fig. 3.14), ring #1 (the ring next

to the OH in benzoin) is stabilized by two ring-ring interactions, like the S benzoin.

Those geometries are as follows : Rcen = 4.5 Å and angles γ = 59.6◦, θ = 39.6◦, and

Rcen = 4.4 Å, γ = 11.3◦, θ = 41.0◦. Still the same, none of such geometries is close

to the canonical structures. For the R benzoin, no ring-ring interactions are involved

for the ring #2 next to the acceptor C=O. So it cannot be stabilized to form the

hydrogen-bond between the C=O on the drug and the H-N on the ADMPC.

The structures in Fig. 3.14 are consistent with proposed standard models of

3 contacts for chiral recognition. However, each of the individual snapshots in Fig.

3.14 corresponds to only one specific long-lived hydrogen bonded configuration, chosen

from the 300 ns of simulations individually for R and S. So, each of the two structures

in Fig. 3.14 is only one of a multitude of structures formed during the MD runs ;

the dynamic nature of the drug-ADMPC interactions, as clearly demonstrated in the

distribution of γ and θ angles, or even the distribution of γ and θ angles for the selected

set of hydrogen bonded structures, do not permit a metric for HPLC separation factors
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to be developed from using only static pictures like these structures in Fig. 3.14.

3.4 Conclusion

By using atomistic and classical MD with GAFF, we found the solvent ef-

fects on the ADMPC polymer structure. This finding is supported by the changes in

the helical structure of the ADMPC in different solvents, and we have characterized

these changes in terms of the distribution of the dihedral angles of the glycoside bond

between adjacent monomers of the ADMPC. We find in the present work, that in

the three systems we studied, (acetonitrile , heptane/2-propanol and methanol) the

ADMPC has different distribution of dihedral angles of the glycoside bonds. There-

fore, we believe we have a general explanation for differences in separation factors

in different solvent systems for the same drug and the same CSP. Any changes in

the average backbone structure that is characterized by the glycosidic dihedral angle

maps translate to concomitant changes in dynamic structure for the side chains, of

course. The MD simulations include all of that, as well as any dynamic changes ac-

companying the formation of the transient diastereomers between enantiomer and

CSP in different solvent systems.

Then, by using a weakly restrained polymer to consider the actual experi-

mental condition of polymers being coated on a solid support rather than floating in

solution, we have developed a predictive molecular model for the experimental elu-

tion order of enantiomers and for the experimental value of the separation factor. The

criteria that we have considered are the number of time frames in which a hydrogen

bond is found between the drug molecule and the ADMPC, the maximum lifetime

of hydrogen bonds, and the average lifetime of hydrogen bonds. At the present stage

of this work, the best correlation provides separation factors with a correlation co-

efficient of better than 0.85 and the elution order is predicted correctly for all but

thalidomide in the 11 cases. Both the longest of the maximum lifetimes of hydro-
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gen bonds between specific donor acceptor pairs, as well as the weighted average of

the maximum lifetimes, including all donor-acceptor pairs between the drug and the

ADMPC, provide good correlations between the S/R ratios of the metric with the

S/R separation factor from experiments. Our model predicts which of the enantiomers

elutes first and this becomes very clear when we examine the 3 mentioned MD crite-

ria for each donor-acceptor pair in turn. The preference for R or S is found, in many

cases, to be the same for each donor-acceptor pair in the system, thereby providing

a consistent prediction of which enantiomer elutes first.

By considering both an unrestrained ADMPC polymer in solution and we have

found that the individual donor-acceptor hydrogen bonding partners between enan-

tiomer and restrained polymer present a more consistent prediction of which enantio-

mer elutes first, whereas the results are mixed and less consistent in the unrestrained

case, making the predictions less reliable. The relative success of our present weakly

restrained polymer and the observations that the unrestrained polymer provides a too

loose, less defined chiral landscape than is necessary for chiral discrimination, favor

the weakly restrained model.

The molecular dynamics simulations provide a picture of ring-ring interactions

between drug and ADMPC that is very dynamic and has a very broad distribution of

ring-ring orientations at close range ; none of the highly probable orientation angles

are found to correspond to the canonical attractive structures for benzene dimer.

No ring-ring orientations are long-lived, that is, none persist for several sequential

time frames, unlike the hydrogen bonds. Not observed are any eclipsed face-to-face,

parallel displaced structures, nor any structures in which the drug phenyl ring edge

is oriented towards the face of an ADMPC ring. Another edge-to-face structure does

appear to be populated ; this corresponds to the ADMPC phenyl ring with its edge

to the center of the drug phenyl ring. Orientation angles found are largely between
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40 and 80 degrees for the angle between the normal to the drug ring and the vector

that points to the center of the closest ring, also for the angle between the two ring

normals.

Nevertheless, when we further examined ring-ring orientation angles for only

those time frames where an instantaneous hydrogen bond exists between drug and

ADMPC, we find that the preferred orientations under these conditions are more

constrained than those that are generally observed throughout the trajectory, indica-

ting that while the encounters are highly dynamic, hydrogen bonding and ring-ring

interactions are coordinated. However, even for the time frames in which at least one

hydrogen bond exists between the drug enantiomer and the ADMPC, none of the

observed ring-ring angles comes from the canonical structures often used to explain

which enantiomer elutes first or last.

Finally, we examined one particular snapshot involving a long-lived hydrogen-

bonding interaction ; and we looked at the orientation of the S and R enantiomers

relative to the ADMPC, paying particular attention to the orientations of the drug

rings relative to the closest ADMPC rings. This is only one example of the great

multitude of "docked" positions for the S versus the R enantiomer formed during the

MD run, only one snapshot out of the entire MD trajectory, altogether 300 ns long ;

the dynamic nature of the drug-ADMPC interactions does not permit a metric for

HPLC separation factors to be developed from using only static pictures such as an

individual snapshot extracted from an MD run.
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Figure 3.1. Structure of the initial configuration of ADMPC including a side view (A)
and a top view (B). The backbone atoms are represented with VdW spheres and
the derivatives are represented with sticks. Hydrogen atoms are in white, carbon
atoms are in cyan, nitrogen atoms are in blue, and oxygen atoms are in red.

Figure 3.2. Molecular structure of flavanone enantiomers, 2s-flavanone (left) and 2r-
flavanone (right). The molecules are depicted with ball-and-stick models with cyan
beads representing carbon atoms, red beads representing oxygen atoms, and white
beads for hydrogen atoms.
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Figure 3.3. Average structures of ADMPC in methanol (A) and 90/10 Hep/IPA (B).
The backbone atoms are represented with VdW spheres and the derivatives are
represented with sticks. Hydrogen atoms are in white, carbon atoms are in cyan,
nitrogen atoms are in blue, and oxygen atoms are in red.
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Figure 3.4. Representation of the dihedral angles of : two adjacent peptide bonds
(left), represented by Φ : C(-1)-N-Cα-C and Ψ : N-Cα-C-N(+1) ; the glycoside bond
between two adjacent monomers in ADMPC (right), represented by Φ(H1-C1-O-
C2) and Ψ(C1-O-C2-H2).

Figure 3.5. Maps of dihedral angles of the glycoside bond between adjacent monomers
of the 12-mer of ADMPC in methanol, heptane/IPA and acetonitrile, using Model
2. The colors from blue to red represent the density of the data points going from
low to high. Of the four quadrants (Φ,Ψ) = -180 to +180, we only show the
populated quadrant. The colors go from blue to red representing the density of
points from low to high in various (Φ,Ψ) regions.



69

Figure 3.6. Maps of dihedral angles of the glycoside bond between adjacent monomers
of the 12-mer of ADMPC in methanol, heptane/IPA and acetonitrile, using Model
1. The colors from blue to red represent the density of the data points going from
low to high. Of the four quadrants (Φ,Ψ) = -180 to +180, we only show the
populated quadrant. The colors go from blue to red representing the density of
points from low to high in various (Φ,Ψ) regions.
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Figure 3.7. Electrostatic energies between flavanone isomers and ADMPC (A, C, E,
G) and the number of solvent molecules in the first solvation layer of the drug over
simulation time (B, D, F, H). The time frames where there is a correlation between
electrostatic energy and the number of solvent molecules are enclosed in red dashed
rectangles. Note the difference in scale between (B, F) and (D, H).
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Figure 3.8. The molecules in this study can form donor-acceptor pairs with the amy-
lose tris(3,5-dimethylphenyl carbamate) (ADMPC) polymer strands, one side chain
of which is shown here. The hydrogen bonding donor and acceptor sites in the mo-
lecules and the ADMPC are indicated : red O or N for acceptors, an attached blue
H denotes donors.
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Figure 3.9. A summary of the prediction of separation factors. Plotted along the
Y axis, the ratio of the metric (in blue) is calculated for S/R, as is the ratio of
experimental retention times (in red). The MD results used for this plot are from
Table 3.4.

Figure 3.10. Canonical structures for benzene dimer : eclipsed face-to-face, edge-to-
face, and parallel displaced, respectively, from left to right.
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Figure 3.11. Definition of distances and angles in the interaction between a ring on
the drug molecule and a ring on the ADMPC polymer.
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Figure 3.12. Map of the angles describing the distribution of relative orientations of
the phenyl rings (γ = vertical axis, θ = horizontal axis), found for distances less
than 4.4 Å between the center of the phenyl ring #1 (next to the OH group) and
ring #2 (next to the C=O group) of the benzoin molecule and the closest ADMPC
phenyl ring. The colors from blue to red represent the density of the data points
going from low to high. The results are based on snapshots uniformly taken from
a 100 ns trajectory, (a) for the R enantiomer (b) for the S enantiomer for ring #1,
(c) for the R enantiomer (d) for the S enantiomer for ring #2, using Model 2.
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Figure 3.13. Map of the angles describing the distribution of relative orientations of
the phenyl rings (γ = vertical axis, θ = horizontal axis), found for distances less
than 4.4 Å between the center of the phenyl ring #1 (next to the OH group) and
ring #2 (next to the C=O group) of the benzoin molecule and the closest ADMPC
phenyl ring collected from only those snapshots where a hydrogen bond exists
between the enantiomer and the ADMPC, taken from the same 100 ns trajectory
as Fig. 3.12, (a) for the R enantiomer (b) for the S enantiomer for ring #1, (c) for
the R enantiomer (d) for the S enantiomer for ring #2, using Model 2. The colors
from blue to red represent the density of the data points going from low to high.
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Figure 3.14. One of a multitude of possible structures formed during a 100 ns MD
run, for the S (left image) and the R (right image) enantiomers of benzoin, in a
time frame where a long-lived hydrogen bond is formed. In each case, the ring-ring
interactions between benzoin and the ADMPC are indicated with dashed lines
connecting the centers of the rings that have Rcen close to 4.4 Å, and the donor to
acceptor hydrogen bonding is indicated by the arrow. Oxygen is red and nitrogen
is blue.
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CHAPTER 4

MODELING ENANTIOMERIC SEPARATIONS AS AN INTERFACIAL
PROCESS USING AMYLOSE TRIS (3,5- DIMETHYLPHENYL CARBAMATE)

(ADMPC) POLYMERS COATED ON AMORPHOUS SILICA

4.1 Introduction

In the previous chapter [132] [133], we have used explicit-solvent fully atomistic

molecular dynamics (MD) simulations (permitting all the interactions between the

atoms constituting the polymeric chiral stationary phase (CSP), the solvent mole-

cules and the drug molecule) to better understand the chiral recognition mechanism

that makes the separation possible. Using amylose tris(3,5-dimethylphenyl carba-

mate) (ADMPC) as our prototype, along with three different solvent systems and ten

different enantiomers, we found several molecular dynamics average quantities rela-

ted to hydrogen-bonding lifetimes are found to correlate with the ratio of retention

times for the enantiomers. One of these quantities provides a prediction of the correct

elution order 90% of the time, and the ratios of these quantities for the enantiomers

provides a correlation (0.85 coefficient) with the experimental separation factor (the

ratio of retention times). Nevertheless, this work needs to be improved further for

general use, as discussed below.

A single 12-mer strand of the chiral stationary phase may be an insufficient

model. We carried out equivalent studies : one in which the drugs interact with a

12-mer of ADMPC which is freely floating in explicit solvent (Model 1) and another

in which the 12-mer is restrained with a weak harmonic potential for each atom of the

polymer after equilibration in the solvent (Model 2). The purpose of this restrained

polymer study is to discover the extent to which the free movement of all atoms

of the short polymer in solution permit greater sampling by donor-acceptor groups.

In the case of the restrained polymer, all atoms are still dynamic, but the cavities

for "docking" are very regular and consistent in the free volume available to the
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enantiomers ; and this situation may be more typical of very long polymers laid down

on the silica support. From the previous work [132] [133], using Model 2, a restrained

12-mer pre-equilibrated in the solvent system appears to be a reasonable model for MD

simulations of drug-CSP interactions that form the basis for enantiomeric separation

in HPLC where the polymer is coated on the solid support. The prediction is not

perfect, for 10 drugs, we failed to predict which of S or R elutes first in at least

one case, with mixed predictions coming from different metrics in three cases. In one

case, while the simulation predicted the correct enantiomer to elute first, there was too

great a preference of the polymer for the other enantiomer compared to experiment.

Furthermore, with the restrained model, even though the correlation coefficients are

close to 0.8, we observe the correlation plots are far from a slope of unity, as they

would be in an ideal prediction. Thus the need for improved models is obvious.

In order to allow the flexibility of ADMPC, we introduced a third model in

which only the backbone atoms of the ADMPC 12-mer are restrained, with the atoms

of the side chains free to move. In a separate study, we considered this model (we will

call it Model 3) using the same set of 10 drugs with the ADMPC in their respective

solvent systems to find out whether Model 3 could give results that may or may not be

improved over previous Models 1 and 2. However, Model 3 turned out to be as poor as

Model 1 ; after finishing the simulations for four drugs, benzoin, flavanone, naringenin

and valsartan in heptane/isopropyl alcohol (90/10) solvent system, in which all results

gave the wrong prediction for the elution order, we abandoned this model. The reason

underlying this bad performance is that this model still allows too much freedom for

the side chains, which leads to no discrimination of the handedness of the enantiomers.

In this chapter, we consider a much more realistic Model 4 which consists

of polymer chains on an amorphous silica surface. This model has a more realistic

representation when taking the experimental conditions into consideration. (a) The
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presence of multiple ADMPC strands is included, thus permitting polymer chain-

chain interactions, and also allowing an enantiomer to interact with more than one

AMDPC strands simultaneous. (b) There is no ad hoc restraint on the atomic motions

as what we applied in Models 2 and 3. (c) The atomistic effects of the silica on the

structure and dynamics of the polymer are also considered. (d) The interaction regions

presented by the ADMPC to an enantiomer is somehow limited : only the approach

from the polymer surface is allowed, while in Model 1-3, all radial directions towards

the single chain are possible. (e) Another improvement is the usage of four 18-mer

ADMPC strands instead of a single 12-mer one. We seek an understanding of the

role played by the solid support, and we seek to discover whether Model 4 leads to

consistent predictions for which of S or R elutes first, and whether the MD metrics that

we have previously developed with the earlier simpler models correlate well enough

with experimental separation factors to be used for predicting the magnitudes of the

separation factors a priori. We test the Model 4 with 4 sets of enantiomers : benzoin

and valsartan in hep/IPA (90/10), and flavanone and thalidomide in methanol ; their

structures have been shown in Fig. 3.8.

4.2 Methods

4.2.1 Building the Model for the Amorphous Silica. First of all, we need

a silica slab. Our model of the surface of the solid support is based on a model of

an amorphous silica interface [134] that captures the essential experimentally known

properties. The amorphous silica interface consists of two types of groups, silanol

and siloxane groups. The siloxane groups are hydrophobic in general, while the sila-

nols are hydrophilic. The typical density of silanol groups is 4.6 OH/nm2 [135] [136]

which is confirmed by experiments provided by Zhuravlev et. al. However, the type

of silanols, not only their density, determines the hydrophilicity of the silica surface.

Silanol groups are classified as three types : isolated (single silanols), geminal (2 OH
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groups per Si) and vicinal (bridged OH groups) [136]. Experimentally, according to

the Zhuravlev model, they are present in the following surface densities : 1.2, 2.80,

and 0.60 OH/nm2 for isolated, vicinal, and geminal, respectively.

4.2.2 Preparation of a Starting Configuration for the Amorphous Silica

Slab. Different methods using different force fields have been documented to generate

amorphous silica. The GLASSFF force field provided in Cerius2 [137] had been used

to generate a starting structure in the paper that developed the CWCA force field

by Schulten et al. [138] A Morse-style potential developed by Demiralp et al. [139]

was parameterized to predict phase transitions in ceramics including silica. A well-

trained ReaxFF, the ReaxFF-Si/SiO/SiN by Fogarty et al., [140] optimized from the

original ReaxFF-Si/O/H of van Duin et al., [141] showed good agreement with both

experiment and quantum mechanical calculations.

In our study, a fresh-cut structure of amorphous silica slab [138] was used as

initial starting configuration and its dimension is 78 × 78 × 15 Å. Then we applied

ReaxFF-Si/SiO/SiN [140] in the annealing and quenching processes, which can cap

the dangling atoms introduced by the fresh-cutting. LAMMPS [61] software package

was used as the MD engine to simulate annealing ; a time step of 0.25 fs was used

throughout this part. A short timestep was used because we are simulating conden-

sed matter where atoms are packed tightly. Longer time steps may lead to program

crashing. First, an NVE ensemble coupled with a Berendsen thermostat [117] at 300

K was deployed for 50 ps to eliminate initial overlapping atoms and minimize the

energy of the system. For the first annealing process, we used Nose-Hoover style

non-Hamiltonian NVT ensemble [64] [65]. The system was heated up to 4000 K and

gradually cooled down to 300 K at the rate of 25 K/ps. After that, in the second

annealing process, the system is heated to 4000 K again using an NPT ensemble,

keeping a constant pressure of 1 atm for 75 ps. We only applied barostatting on the x
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and y directions ; the simulation box on z direction was kept constant, resulting in a

thin slab structure after quenching. The system was cooled down from 4000 K to 300

K at a rate of 25 K per ps. Such a procedure resulted in a silica slab with dimensions

of 72.475 × 72.475 × 15 Å.

4.2.3 Preparation of the Silanol-Capped Surface. The silica slab was then

submerged into a 72.475 × 72.475 × 45 Å box where the structure was surrounded by

water molecules, as shown in Fig. 4.1. ReaxFF-Si/SiO/SiN [140] was used here which

allowed the reactions to happen on the silica surface and to cap those dangling Si

and O atoms. An NVT ensemble was used because the difference in compressibility

between silica and water could otherwise produce an undesirable structure where

silica was surrounded by water in all three directions.

First, a 70 ps simulation was carried out and then the velocities were reassigned

with a gaussian distribution at a temperature of 300 K, then the final equilibration

lasted for 580 ps. This procedure generated a structure of silanol-capped silica which

has the right structural details compared with experiments : the silanol density is 4.72

#/nm2 on the surface, which agrees reasonably and acceptably with the experimen-

tal value of 4.6 #/nm2 [135] [136] ; the distribution of silanol types is 1.26, 2.23, and

1.23 #/nm2 for isolated, vicinal, and geminal, respectively, which agrees reasonably

well with experimental distribution (1.20, 2.80, 0.60 #/nm2, respectively), although

a somewhat higher germinal density. After equilibration, all the unreacted water mo-

lecules were stripped from the box. This silanol-capped silica structure could then be

used in the following steps.

The CWCA force field [138] incorporated the CHARMM water contact angle

Lennard-Jones and bond parameters, so it was used throughout the rest of simula-

tion steps. A similar study about the silica surface with a uniform silanol density of

4.62/nm2 was conducted by Benjamin et al. [142] [143]. They also tested the CWCA
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force field in their MD simulation studies of binary solvent mixtures (methanol, etha-

nol, acetonitrile) on the silica surface. Leroch et al. [144] tested several available force

fields. Among them, the Clay force field and CWCA for the silica interface have a

lower silanol density of 3.0/nm2 and almost all the silanol groups are isolated. The

set of force field parameters we used (CWCA) are therefore well tested against many

experimental quantities as described in these references. Since the number and com-

position of atoms deviated slightly from the original CWCA paper, the charges on the

silicon atoms attached to silanol groups and silanol oxygen and hydrogen are scaled

to set the total charge to zero. In order to maintain the bulk silica structure without

collapsing, the bulk atoms were self-tethered to their initial positions by a harmonic

force of 500 kcal/mol/Å2. The parameters are summarized in Table 4.1.

Table 4.1. Parameters used for silanol-capped amorphous silica

Non-bonded
interactions ε kcal/mole σ Å e q

Si (bulk) 0.300 3.825 0.900

Ob (bulk) 0.150 3.118 -0.4500

Si (silanol) 0.300 3.825 0.9021

Oh (silanol) 0.300 3.118 -0.6579

Hh (silanol) 0.046 0.713 0.4321

Bonds Kb kcal/mole R0 Å

Si-Ob 885.10 1.61

Si-Oh 428.00 1.61

Oh-Hh 554.13 1.00

Angles Ka

kcal/(mole*rad2)
r0 degree

Ob-Si-Oh 153.26 111.09

Oh-Si-Oh 89.62 116.26

Si-Oh-Hh 57.50 106.0
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4.2.4 Coating the ADMPC Polymers on the Amorphous Silica Surface in

Vacuum. First, we constructed 20-mer chains which has the same repeatable mo-

nomer as the 12-mer model by Yamamoto et al. [95] After equilibrating the 20-mer

in the particular solvent system for 100 ns, cluster analysis was carried out using the

same approach [116] as described in the previous chapter. From the results of the

cluster analysis for the backbone atoms, a single representative structure of ADMPC

was generated in each solvent system (heptane/IPA or methanol). We then removed

one monomer from both ends and used only the 18-mer structure in the following

coating process, for several reasons. The periodic silica base is expanding periodically

on x and y dimensions and we need full coverage by ADMPC of the silanol-capped

surface. Four 18-mer units would cover the silanol-capped silica slab. Practically, the

polymer-coated silica surface has hardly any exposed silanols. Otherwise the enan-

tiomers would form hydrogen-bonds with the silanols, causing severe tailing of the

HPLC peaks.

We characterized the chain backbone structure by mapping the population of

the torsional angles, Φ : H1-C1-O-C2, Ψ : C1-O-C2-H2 in a Ramachandran-like plot,

as in our previous work [133] [132]. Chirality of ADMPC results from the backbone

composed of the glucose units, the chirality inherent in the periodic helical grooves in

the polymeric backbone. So, another critical point is to maintain polymer structure

and helical properties while coating them onto the silanol-capped silica slab using

van der Waals forces. In industry, gradual evaporation of the solvent is usually used,

thus only polymers would be left on the surface eventually. By this way, structural

properties of the polymer are ensured as in the solvent atmosphere. In simulations,

introducing the polymer strands to the silica in the presence of solvent would permit

the solvent molecules to form strong hydrogen-bonds with the silanols on the silica

surface, interactions that are far stronger than the van der Waals interactions of the

polymer chains to the silica surface. Thus, in simulations, ADMPC polymers in the



84

presence of solvent would never have the chance to stick onto the surface.

To prevent the problems listed above, we developed a multi-step simulation

strategy which is explained in more detail as follow. Our purpose of such strategy

is to explore a way that would pack polymers onto the silica slab without leaving

unnecessary exposed silanol groups, and without changing its solvent-swollen confi-

gurations.

We tried two strategies to avoid these problems. In the first, we placed four

chains close to the silica surface without solvent and ran the MD simulation in va-

cuum. This resulted in 4 polymer strands being van der Waals attached to the silica

surface. (Note that in the absence of solvent, the polymer chains in vacuum are shorter

compared to the equilibration in solutions. The solvent molecules can form hydrogen-

bonds with the CO and NH sites of the polymer, thereby resulting in the dynamic

structure of the polymer in solution to be swollen compared to that in vacuum.) We

then introduced the solvent into the simulation box and ran NVT MD simulations for

four periods of 100 ns. To test whether the polymer chains came to equilibration on

the silica after the solvent had been introduced, we checked the Ramachandran-type

maps of the (Φ, Ψ) angle distributions between adjacent glucose units for all joints of

all four ADMPC strands ; maps were plotted from the last 20 ns of a 100 ns MD si-

mulation. We discovered that the swelling process must take a much longer time than

400 ns to reach the correct polymer structures. During the equilibration, the polymer

ends are free to move out as they permit the solvent to intercalate in the grooves ;

this process starts from a free end unit and continues along toward the middle part

of the chain. However, the middle units are more restricted in their dynamics, since

they have connections on both sides. Therefore, even after 400 ns, while the Rama-

chandran angle distributions for the end units are in accord with the idealized case,

some of the middle units are clearly not. Thus, it is NOT feasible with this procedure
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to reach the solvent-equilibrated structure of ADMPC polymers on amorphous silica.

We considered a second procedure for arriving more quickly to the equilibrium

condition for ADMPC on the silica slab in the presence of solvent. Our packing

method consists of several steps. First, four arrangements of solvent swollen polymers

are placed on top of the silica slab in vacuum at a distance larger than the cut-

off distance. Then, we apply "fix/rigid" [145] [146] at 298 K in LAMMPS to treat

the backbone as a rigid system to maintain the solvated inter-monomer spacing. In

the implementation of "fix/rigid", the total force and torque on each rigid body is

computed as the sum of the forces and torques on its constituent particles. The

coordinates, velocities, and orientations of the atoms in each body are then updated

so that the body moves and rotates as a single entity. We use the equilibrated solvent-

swollen average structure for the 18-mer for each of the 4 chains to be placed with

the silica slab for equilibration in vacuum, keeping the backbone rigid, while the

side chains are mobile. The edge atoms of the backbone are tethered to each other

artificially to keep an inter-strand distance of 18 Å, which can permit the four strands

to expand throughout the surface area and form a seamless membrane to cover the

silica surface. The spacing condition along with the "fix/rigid" is applied throughout

the packing-in-vacuum processes. Nose-Hoover style non-Hamiltonian NVT ensemble

at 298 K with a time step of 0.2 fs and a total of 200,000 steps (40 ps) is used. The

polymers are allowed to associate with each other in vacuum without touching the

silica surface. It is easier to control the inter-strand spacing without involving the

silica slab because the polymer motions would be restricted by van der Waals forces

when they sit on the silica surface. Then, a 5 kcal/mole-Å ; force towards the silica

slab is applied to backbone atoms to force the associated polymers move toward the

silica surface. Another 40 ps allows the polymers to associate with the surface (0.2

fs/step, 200,000 steps). At the end, the force toward the silica surface is removed to

let the polymer strands adjust their structures (40 ps, 0.2 fs/step, 200,000 steps). In
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this way, we can preserve the equilibrated solvent-swollen spacing of the backbone

groups and permit only the side chain atoms to individually move while equilibrating

the polymer strands on the silanol-capped amorphous silica slab in vacuum.

In addition to the chirality of a single polymer strand, there is a supramolecular

chirality in the regions between adjacent polymer rods, which was not included in

single-polymer-strand models. Since the ADMPC has a handed helical structure (left-

handed 4/3 helix), we should consider parallel or antiparallel arrangements of polymer

strands, such as those in Fig. 4.2. The equilibration described above was carried out

for each of the arrangements shown in Fig. 4.2. After the equilibration in vacuum is

done, the solvent molecules are then introduced into the simulation box.

4.2.5 Relaxing the ADMPC on the Amorphous Silica Surface in the Pre-

sence of Solvent. Fig. 4.3 shows a sketch of system setup for preparing the solvated

ADMPC on amorphous silica. PACKMOL [120] package was used to introduce the

solvent molecules into the simulation box. The total number of solvent molecules

introduced into the box is determined according to the experimental density and

composition. The size of the simulation box is 72.475 × 72.475 × 90 Å. We used a

wall with bcc structure on the bottom of the box to prevent solvent molecules from

interacting with the bottom surface of the silica when periodic boundary conditions

are applied. We then deployed two energy minimization steps. First minimization

only included solvent molecules, while the second one included solvent and side chain

atoms. Energy minimization iterations were ended by one of the four criteria : the to-

lerance for energy is 0.0 (unitless) ; the tolerance for force (Kcal/mol-Å ;) is 1.0×10-8 ;

maximum iteration steps ares 1000 ; maximum number of force/energy evaluations

is 100,000. The Polak-Ribiere version of the conjugate gradient algorithm was used

for minimization [62]. The "fix/rigid" and spacing conditions are kept to run MD si-

mulation for 500 ps (0.5 fs/step, 1,000,000 steps). Then, the "fix/rigid" was removed
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and simulations ran for another 500 ps (0.5 fs/step, 1,000,000 steps). At last, the spa-

cing condition was removed for 500 ps (0.5 fs/step, 1,000,000 steps). We stripped the

solvent molecules which were clogged in-between the ADMPC and silica surface and

put them back into the bulk solvent region. Those solvent molecules would otherwise

interact with the silanol groups on the surface, which would eventually increase the

distance between ADMPC and silica surface, weaken the VDW forces holding the

ADMPC, and result in the polymer chains being lifted up from the silica surface.

The following step is to relax the ADMPC polymers in the solvent atmosphere.

In this step, we changed the software package from LAMMPS to AMBER [33], so that

AMBER’s GPU acceleration feature could largely reduce the time to complete simu-

lations. Then, we carried out three steps of minimization by self-tethering different

groups and gradually releasing them. First, the silica, BCC wall and ADMPC poly-

mers were tethered (strength was 1000 kcal/mol) and we ran MD for 100,000 steps

(0.1 fs) to equilibrate the solvent only. Second, we ran MD for another 100,000 steps

(0.1 fs) with releasing ADMPC’s side-chains from the self-tethered group. Third, only

the solid part, including silica and the BCC wall, were tethered and the simulation

ran for another 100,000 steps (0.1 fs). Then, we increased the energy barriers of the

joint glucoside dihedrals from the default GAFF library [11] by a factor of 10 and ran

MD simulations for 60 ns with a time step of 2 fs. Finally, the barriers were down to

normal and the simulation ran for another 40 ns without any constraints to equili-

brate the ADMPC polymers in solvent atmosphere. We had to pay special attention

to the methanol solvent and avoid any interactions between the OH and the silanol

groups of the underlying silica. Such strong hydrogen-bonding interactions between

solvent and silica support should not occur in practice, especially when the silica is

entirely covered by the ADMPC. We accomplished this by artificially adjusting the

Lennard-Jones parameters for these interactions (increasing the distance parameter

by factor of 2 and the well depth by a factor of 2 compared to the default GAFF
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values.

We prepared several equilibrated systems which include various parallel and

antiparallel arrangements of the polymer chains as described in Fig. 4.2. We tested

the completeness of equilibration in each case, shown by the uniformity of the Ra-

machandran angle distribution plots for each monomer-monomer joint, and also by

the regularity of the van der Waals surfaces presented by the 4 ADMPC strands on

the silanol-capped silica. We carried out those same procedures for two solvent sys-

tems individually : methanol and hep/IPA (90/10). The final configurations served

as starting points from which the enantiomer molecules would be introduced.

4.2.6 Interacting the Enantiomers With ADMPC on Silica. We started the

chiral recognition runs with multiple strands of ADMPC on silica, considering various

combinations of parallel and antiparallel arrangements. Each of the arrangements had

been pre-equilibrated on the silanol-capped silica surface and with solvent, either me-

thanol or hep/IPA (90/10), without the enantiomers being introduced. We tested four

racemates to validate the Model 4 : benzoin (in hep/IPA), valsartan (in hep/IPA),

flavanone (in methanol) and thalidomide (in methanol). 5 molecules of each enan-

tiomer were placed in the simulation box and the simulations ran for 200 ns. We do

this, rather than only a single enantiomer molecule at a time for efficiency. However,

we also monitored and took steps to minimize dimerization of enantiomers. Methods

of analyzing hydrogen-bonding lifetimes and the ring-ring interactions between the

enantiomers and the ADMPC are still the same as described in the previous chap-

ter [132]. We first analyzed results from each of four arrangements (aaaa), (aabb),

(abba), and (abab) individually, to test whether parallel or antiparallel arrangements

of the helical polymer strands would provide different results for the hydrogen-bonding

statistics and the ring-ring interactions. Then, we combined the results together, re-

sulting in equal contributions from parallel and anti-parallel arrangements, for an
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overall analysis using the same six MD metrics that we had introduced in previous

work [133] [132].

4.2.7 Some Thoughts on the Development of Model 4. Fig. 4.4 shows a sum-

marized process flowchart for Model 4. The following discussion on the development

of Model 4 will provide some thoughts and insights of why those steps are meaningful

and important.

In the development of the amorphous silica slab, the height of the fresh cut

slab must be more than the cut-off distance used throughout the whole MD simu-

lations. This is to ensure that the bottom surface silanol groups will not interfere

with the interaction at the interface. Such interference rarely happens because the

actual size of a real silica slab is normally larger than simulated size. Although there

is no mandate of the width and the length of the slab, the choice should be based on

the computational resource. A wider silica slab can support more stationary phase

polymers and provides more statistics when sampling the interactions between drug

molecule and polymer. But this means a larger simulation system and a more ex-

pensive MD simulation. One should also be careful about the number of polymer

strands on the silica surface and make sure that the whole surface area is covered

with polymers properly. Any exposed silanol group is undesirable since it can hydro-

gen bond with drug molecules without discriminating their handedness. They can also

hydrogen bond with solvent molecules, which may weaken the interactions between

polymer and silica surface.

The force field and the software package used to anneal the silica slab need

not be limited to the ones in the flow chart. Other options using classical MD or even

Ab-Initio MD can be substituted as long as the model is confirmed by experiments

and theoretical studies. Another important thing has to be paid attention to is that

the dangling atom should be all capped with silanol group. Otherwise, the dangling
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oxygen or silicon could lead to wrong hydrophilicity of the silica surface and, even

worse, an unneutralized system. One can double check this by counting the number

of silicon, oxygen and hydrogen atoms, and calculating the oxygen/silicon ratio : H

= O - 2*Si ; O/Si > 2/1. The usage of ReaxFF in this study has a main drawback

that the types of silanol groups on the surface(isolated, vicinal, and geminal) do not

have the exact number/area density when compared with experiments. Although the

ReaxFF proved to be accurate compared with theoretical studies including QM/MM

and DFT calculations, the original optimization of parameters for ReaxFF should

have included the experimental –OH distributions of three –OH types, not just the

average.

The polymer strands must be associated above the silica surface before laying

down for the reason that, after being laid down, the polymers are reluctant to move

due to the attraction provided by the silica surface. The spacing distance has to be

chosen carefully because : too short a distance may deform the polymer structure ;

too long a distance may not be sufficient to let the side chains associate with each

other. The temporary rigidifying on the backbone of ADMPC has been justified and

described in the previous section. In summary, the space controlling and backbone

rigidifying are the two important conditions that should be maintained throughout

the development of Model 4.

If we start with an initial condition where the molecules are packed tightly

in the simulation box, the unstable situation will make the componenets lose their

structure, including ADMPCs, drugs and silica slab. However, their structures have

been equilibrated and developed through multiple-stage thoughtful steps, so the de-

formation is somehow unwanted. It is almost always wise to self-tether some molecules

to its original coordinates at the very beginning of the equilibrating steps. An ini-

tial self-tethering condition is also necessary to maintain the chirality of the drug
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molecules. In the process of sampling interactions between drugs and ADMPCs, the

energy barrier on the chiral center will normally prevent the drug molecule inverting

its chirality, while unstable situations may lead to the drug molecules overcoming

such a barrier. We relax the system and make it come to equilibrium by gradually re-

moving the constraints : first equilibrating the solvent system by self-tethering drugs,

ADMPCs and silica ; then keeping the backbone rigid and controlling distance bet-

ween two ADMPCs while relaxing ADMPC side groups and the solvent system ; then

relaxing the backbone but still keeping the distance controlled ; finally removing all

constraints.

Fig. 4.3 shows a schematic picture of the arrangement of the simulated system.

The BCC wall is applied to prevent the redundant bottom silica side from adsorbing

and hydrogen bonding with molecules. An exposed silica surface with silanol groups

contacting with solvent system will lead to the adsorption of solvent molecules and

drug molecules : the absorption of alcohol molecules will result in an unrealistic solvent

stratification ; the absorption of chiral molecules will result in the loss of effective

reactants. The choice of the height of the simulation box must satisfy the following

requirements : the distance of the BCC wall to the effective ADMPC surface has to

be larger than the cut off distance ; the thickness of solvent phase has to be more than

two cut off distances. Those requirements will ensure that any undesirable interactions

are kept off at a safe distance from the effective ADMPC surface.

4.3 Results and Discussions

4.3.1 Structural Characteristics of ADMPC Polymer Backbone on Amor-

phous Silica. First, we analyzed the structures of the polymers equilibrated with

the respective solvents on the silica. There are several key questions we need to pay

attention to.

(a) We investigated the Ramachandran-type maps of dihedral angles of the glyco-
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side bond between adjacent monomers (Φ,Ψ) for each the parallel or antiparallel

arrangement. We want to find if the joints between monomers are uniformly si-

milar, irrespective of the arrangements.

(b) We want to find if these Ramachandran-type maps in Model 4 differ from those

in Model 1 or Model 2.

(c) Based on (a) and (b), we try to find how restrained are the ADMPCs in Model

4, compared to Models 1 and 2. Is this dependent on the parallel/antiparallel

arrangement of the polymer strands on the silanol-capped silica ?

In Fig. 4.5, the Ramachandran maps of dihedral angles shows the property

of the glycoside bond between adjacent monomers of the four 18-mers of ADMPC

on silanol-capped silica in solvents. We presented separated plots for the various

parallel/antiparallel arrangements of polymer on the silanol-capped silica. in Fig. 4.6,

we then combined the results for the various arrangements by equally weighting them,

to produce the overall combined distributions of backbone structures. In Fig. 4.5, we

also compare the backbones of ADMPC in Model 4 with those of Model 1 and Model

2.

By investigating the distribution of (Φ,Ψ) torsion angles through the Rama-

chandran like plots, we find :

(a) The distributions are confined to the same quadrant in all cases. Despite the

dynamic structure of the polymer shown as points scattering around the high

probable area, the regularity is found for both solvent systems in Fig. 4.5 for all

parallel/antiparallel arrangements. Also, this regularity is similar to what was

observed in the single polymer strand in the solvent system. The most probable

angles is around (Φ,Ψ) = (-65◦, -55◦) for the 4 strands on the silica slab in

both hep/IPA and in methanol. This is very close to that observed for a single

polymer strand in three solvent systems (Φ,Ψ)= (-60◦, -65◦) [132].
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(b) The distributions differ slightly with the parallel-antiparallel arrangements of

four ADMPC strands. Larger scattering area is observed in methanol than in

hep/IPA (as seen in Fig. 4.5). While the differences occur in the low probability

angles, the high probability angles remain the same.

(c) In Fig. 4.6, we shows the overall distribution of angles for Model 4 (averaged over

various parallel/antiparallel arrangements) in (a) hep/IPA and (b) methanol

solvent systems with no constraints. As observed, the scatters are generally more

compact in hep/IPA than in methanol solvent. This differ from the previous

Model 1, where the Ramachandran plot showed a more compact distribution in

methanol than in hep/IPA [132]. Nevertheless, differences again occur only in

the low probability angles, the high probability angles remain the same.

(d) Comparison of the Ramachandran plots for the present Model 4 with Models 1,

2, and 3 in Fig. 4.7 indicates that regularity in backbone structure is observed

for all models. The plots also indicate that the distributions are confined to

the same quadrant in all cases with differences that occur primarily in the low

probability angles. However, Model 1 appeared much more spread out compared

to Model 2 or 4, thus presenting, on average, a less regular, less discriminating

chiral sites to approaching enantiomers.

4.3.2 Enantiomer Interactions With Multi-Strand ADMPC Polymer Sur-

face Compared to Single ADMPC Strand. For a particular enantiomer, when

analyzing particular arrangements separately, we seek answers and clues to the follo-

wing questions.

(a) Would different antiparallel or parallel arrangements of ADMPC give similar or

uniquely different results for hydrogen bonding statistics ?

(b) Would there be any incidences when enantiomers were simultaneously interac-

ting with two adjacent ADMPC strands ?
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(c) Would such incidences depend on the parallel/antiparallel arrangements of the

polymer on the silica ?

For a closer view, in Fig. 4.8, we show the van der Waals surfaces presented

by the polymer chains on the silica in the presence of hep/IPA. All the four strands

have similar grooves to accommodate solvent or the enantiomers, the symmetry of

the chains is similar to, but not identical to the structure in the Model 1. In Fig.

4.8, we picked and compared one particular polymer strand in Model 4 with (a) the

perfect Okamoto structure, and (b) the single polymer strand in the solvent (Model

1).

There have been some earlier studies on trying to use polymers-on-silica model

to investigate the recognition of chiral separation. Li et al. [107] used a silica model

where silanol groups were fully end-capped with aminopropyl silane and a 13-mer

ADMPC segment was selected from a 36-mer equilibrated in vacuum by choosing the

segment with the greatest number of chiral cavities. They fixed the backbone dihedral

angles (Φ,Ψ) at exactly (-68.5◦, -42.01◦), the same number that had been reported for

ADMPC in solution in CHCl3 by Yamamoto [95]. Then, they used rigid enantiomers

and rigid ADMPC in vacuum to carry out docking simulations. In contrast, our Model

4 has more advantages over their model for the following reasons : (a) we incorporate

the solvent into the system rather than do simulations in vacuum, (b) we include more

than one polymer chain, which provides the possibility of chain-chain interactions as

well as an enantiomer interacting with 2 (or more) chains simultaneously. Further-

more, in our work, the MD simulations of the interactions of enantiomers with the

ADMPC are fully atomistic and fully dynamic, occurring without any restraints of

any kind, and equilibrated with solvent.

We observe a number of incidences when an enantiomer of a drug, namely

valsartan, is hydrogen-bonded to two ADMPC chains simultaneously. We show some
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examples demonstrating this phenomenon in Fig. 4.9. Although such incidences do not

dominate the overall results, only Model 4 can allow such occurrences to be included ;

single strand models of Models 1-3 miss these events entirely. In the examples shown in

Fig. 4.9, the close contact with two adjacent strands involves hydrophobic interactions

with one strand, simultaneously with hydrogen bonding to the other strand, and such

incidences were found in all the arrangements in the figure. In the particular zoom-in

snapshot shown in Fig. 4.9, a valsartan ring forms a displaced face-to-face interaction

with a phenyl ring of one ADMPC strand, while the C=O3 of the valsartan is close

enough to the H-N of the adjacent ADMPC strand to form a hydrogen bond.

Antiparallel or parallel arrangements of polymer chains on the silica do not

provide very different results for benzoin or flavanone. Since the enantiomer has long-

lived interactions with only one polymer at once, the adjacent parallel or antiparallel

ADMPC polymers have very little influence on the hydrogen-bonding events. Only

in the case of valsartan do we observe the enantiomer interacting with two polymer

strands simultaneously, as seen in the snapshots in Fig. 4.9. It might be explained by

the fact that the larger molecular size of valsartan than benzoin or flavanone could

permit it to lie across two polymer strands, thus allowing such incidences to happen.

However, such incidences as in valsartan would be common for larger drug molecules.

4.3.3 Analysis of Hydrogen Bonding Lifetimes. The distribution of hydro-

gen bonding lifetimes for benzoin is shown in Fig. 4.10. It is constituted from the

combined results for all arrangements of the ADMPC strands. We display for each

donor-acceptor pair between the enantiomer and the ADMPC the counts of inci-

dences of various lifetimes (in picoseconds) of a hydrogen bond ; i.e., a time period

when the hydrogen bonding structure remains present consecutively in the trajectory.

Each donor-acceptor pair is labeled separating, with their lifetimes binned. Different

colors are used to distinguish the results for different pairs.
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The distributions of lifetimes of hydrogen bonds between various donor-acceptor

pairs are notably different for the S and R enantiomers of benzoin. As seen in Fig. 4.10,

the S enantiomer has consistently many more incidences of longer lifetimes compared

to R, for each donor-acceptor pair. In this distribution display, we are also able to spot

the donor-acceptor pair that provides the longest lifetime and largely contributes to

the metric, namely "Max of Max LT". Considering the dynamic property of the inter-

action between the benzoins and the ADMPCs shown by Fig. 4.10, we note that this

specific metric alone, especially for benzoin, could not provide a correct prediction.

The tall bars which corresponds to lifetimes shorter than "Max LT" would contribute

the most to "Avg LT" for each donor-acceptor pair. From the Fig. 4.10, we can already

conclude that S-benzoin would elute last, which agrees with experiment (Ref. [132]),

even without carrying out the averages metrics. Each of the four individual arrange-

ments of parallel and anti-parallel strands also lead to the same conclusion, as can

be seen in Fig. 4.12, despite the small differences of the actual distributions. For each

arrangement, comparing individual hydrogen-bonding partners, the lifetime distribu-

tions clearly indicate that the lifetimes for the S-benzoin are collectively longer than

for the R enantiomer. This seems to indicate that the inter-strand structure is not

able to influence the hydrogen-bonding between the enantiomers and the ADMPC

side-chains.

From the distributions seen in Fig. 4.11 for flavanone in methanol, we are still

able to read from the figure that S should elute later, in agreement with experiment

(Ref. [133]), even without carrying out the average for the metric, namely "Overall

AvgLT". Although in this particular example, "Max of MaxLT" would give the same

conclusion, the latter metric neglects all the dynamic information contained in the

entire distribution of hydrogen-bonding lifetimes in Fig. 4.11.

There are significantly larger number of donor-acceptor pairs in the two other
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drugs. The distributions for thalidomide in methanol and valsartan in hep/IPA are

shown in Fig. 4.13 and 4.14 respectively. For thalidomide, the distributions of li-

fetimes in Fig. 4.13 clearly show that longer lifetimes exist for the R than the S

enantiomer, consistently for most of the donor-acceptor pairs. The previous Model

2 entirely missed two leading contributions to hydrogen bonding partners for the R

enantiomer, thus it failed to arrive at the correct answer that S thalidomide elutes

first in experiments. [125]

For valsartan in hep/IPA, the distribution of lifetimes in Fig. 4.14 clearly shows

longer lifetimes for the S relative to the R enantiomer, although some donor-acceptor

pairs are dominant for S, others for R. The distribution plots show that choosing

"MaxLT" as a leading source of MD metrics is misguided. We observe that the distri-

butions of hydrogen-bonding lifetimes over four (because we did all 4 arrangements

independently) 200 ns MD simulation runs tend to be better representations of what

is going on at the interface, especially when we consider the dynamic nature of chiral

recognition process that occurs between the enantiomers and the polymers on the

silica.

In the previous chapter using Model 2, we summarized the hydrogen-bonding

lifetime observations in a table listing the dominant hydrogen-bonding interactions

for enantiomers with a single slightly restrained ADMPC polymer in solution, naming

the individual donor-acceptor pairs and stating whether longer lived for R or for S

for each donor-acceptor pair. Clearly, the plots shown in Fig. 4.10 and 4.11, and Fig.

4.13 and 4.14 are superior quantitative versions of this type of information, leading to

a prediction of which of R or S eluted first. Now, we are able to compare with Table

4.2 in Ref. [132] for the four drug compounds we studied here to see whether Model 2

gave the same result for each donor-acceptor pair as the more complete Model 4 that

has several ADMPC polymers on an amorphous silica slab. The prediction of which
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enantiomer of benzoin elutes first in hep/IPA solvent in Model 2 is the same as that

found here. In both models, the C=Odrug – HNcsp is longer-lived for the S enantiomer,

as is the OHdrug – O=Ccsp, and the R is slightly favored for the O(H)drug – HNcsp.

For flavanone in methanol, the C=Odrug – HNcsp pair is dominant for both models,

both giving S as having the longer-lived hydrogen bonds. Thus, for both the benzoin

enantiomers in hep/IPA, and the flavanone enantiomers in methanol, Model 2 seems

to have done as well as the present model.

However, for thalidomide and valsartan, Model 2 does not perform as well as

the present Model. Since they have more donor-accpetor pairs for the same atom

type, we use the numbering method shown in Fig 3.8 for the following discussions. In

the case of thalidomide, Model 2 identifies NHdrug – O=Ccsp and C=O1drug – HNcsp

as two donor-acceptor pairs that are dominantly longer lived for S only (negligible for

R), while C=O3drug – HNcsp is dominant and long-lived for R only, and both R and S

participate in C=O4drug – HNcsp, longer-lived for R. On the other hand, Model 4 finds,

for S enantiomer the pairs NHdrug – O=Ccsp, C=O1drug – HNcsp, C=O4drug – HNcsp,

(just as in Model 2) having the longest lived hydrogen bonds in decreasing order,

with C=O2drug – HNcsp making some contribution. For the R enantiomer, Model 4

finds the 3 most long-lived hydrogen bonds in the order NHdrug – O=Ccsp, C=O1drug

– HNcsp, (both missed by Model 2), followed by C=O4drug – HNcsp, and C=O3drug

– HNcsp (both also found by Model 2). It is quite clear that, having missed two

leading contributions to hydrogen bonding partners for the R enantiomer, it would

be difficult for Model 2 to arrive at the correct answer that S thalidomide should

elutes first in experiments. In the case of thalidomide, a model that includes multiple

polymer strands on the amorphous silica surface appears to be necessary ; Model 2 is

insufficient.

The case of valsartan is an interesting one. Model 2 does predict that R elutes
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first, having found S enantiomers forming many long-lived hydrogen bonds in 5 donor-

acceptor pairs ; the incidences of R enantiomers forming hydrogen bonds are far fewer,

leading to a ratio of S/R orders of magnitude larger than the experimental separation

factor of 1.29 reported by us in Ref. [132]. In the case of valsartan, Model 4 does

reveal the large number of donor-acceptor pairs involved in hydrogen bonds between

enantiomer and ADMPC that Model 2 has found, as well as several others that have

not been found by Model 2. Model 4 provides a more complete sampling for both

enantiomers, by a factor :

4 strands × (16/10) mers excluding ends × 5 molecules × 4 arrangements ×

200/300 ns ≈ 85.3

Furthermore, by providing the possibility of the valsartan molecule interacting

with more than one strand at the same time, as seen in the examples shown in Fig. 5

(not available in Model 2), and eliminating approaches from all directions around a

polymer strand that are possible in Model 2, Model 4 captures the mode of interaction

of valsartan with ADMPC on amorphous silica surface in a more realistic way than

was impossible with Model 2. For this molecule, this appears to make a big difference ;

and we expect this also to be the case with larger drug molecules.

In Table 4.2, we provide the results using the same MD metrics as defined in

Eqn.s 3.1 to 3.10. These results are based on a combination of results from the four

parallel/antiparallel arrangements in Fig. 4.2 ; the sum of the 4 different arrangements

represents parallel and antiparallel grooves equally. The results are more consistent

between metrics than Model 2, possibly because of the 85 times as many opportunities

for an enantiomer to interact with the polymer in the Model 4 results. It is still

true that different metrics give different results, but, at least in the case of benzoin

and flavanone, Model 4 provides better consistency across all metrics as to which

enantiomer elutes first. This might be due to the fewer number of possible donor-



101

acceptor pairs compared to thalidomide and valsartan ; we believe that the results

for the latter could still be improved by longer MD runs. For thalidomide, only the

"Avg of MaxLT" and the "Overall Average LT" provide the correct elution order.

On the other hand, using Model 2, these two metrics actually give the wrong elution

order. In the case of valsartan, the S/R ratios are more reasonable in the Model 4, no

longer the 14-4600 found by Model 2. This is due to better statistics in the present

model, whereas with Model 2 the R enantiomer had extremely few hydrogen bonding

events. Even more important might be the structure of Model 4 being more realistic,

providing multiple strands which we observe to be important for valsartan. Finally,

the overall average hydrogen-bonding lifetime appears to be the best MD metric.

4.3.4 The Role of Ring-Ring Interactions. Next, we investigated the interac-

tions between the rings on the benzoin enantiomers with the dimethylphenyl group

on the ADMPC for various parallel/antiparallel arrangements in the Model 4. The

plots for the individual arrangements (aaaa, aabb, abba, abab) are shown in Fig.

4.16. When comparing the plots, we discover that the interaction of benzoin with

ADMPC is independent of the parallel/antiparallel arrangements. The sum over all

arrangements weighted equally is shown in Fig. 4.15.

The interactions provided by the amorphous silica restrain the polymer chains

and retain their configurations relatively. This can be read from Fig. 4.15, with a

high probable (γ, θ) distribution in the vicinity of (10◦,30◦). This angle distribution

was explained in the previous chapter used by the Model 1 & 2. The angles have

same definitions as described previously. In this sense, Model 4 shows quite similar

behavior to Model 2. In both Models 4 and 2, there is an observed preference for

average angles in the vicinity of γ = 10◦, θ = 30◦ for both rings in benzoin and

the ADMPC rings. Furthermore, Fig. 4.15 shows a difference between the ring-ring

interaction maps for the S and the R enantiomers. This indicates that the Model
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4, where the restraint of the ADMPC is provided by the silica surface, presents a

chiral-selective recognition for S and R enantiomers of benzoin. It appears that the

nature of this restraint is approximated to some extent by that which we imposed

artificially on a single polymer strand in solution in Model 2. We also note that a

completely unrestrained free-floating polymer model (Model 1) shows essentially no

discrimination between S and R (see Fig. 4.17). We observe differences between the

various combinations of parallel and antiparallel arrangements in Fig. 4.16 in the maps

of the angles for the individual arrangements (aaaa), (aabb), (abba) and (abab) ; yet

all of them exhibit the same highly populated regions (γ, θ) = 10-15◦, 30-40◦ for

both rings in benzoin and the ADMPC rings. Differences only show up in the less

populated regions from one arrangement to another, and distinct differences between

S and R are found in every arrangement. There exists a distinction between R and S

angle distributions of the orientation of the benzoin rings with the rings of ADMPC

in Fig. 4.15, which is a clear indication that, as we have previously noted, the ring-

ring interactions play an important role in the chiral discrimination, although not in

the form of attractive face-to-face or displaced parallel configurations as originally

proposed in static models. Those canonical forms of planar ring-ring orientations are

not found in the distribution of angles that are observed in any of the MD simulations.

The present results retain those earlier conclusions.

4.3.5 Future Plans for This Project. In this chapter, we successfully developed

an improved model to simulate interactions and analyze hydrogen-bond information

between ADMPC and drugs. The future plans of this project could involve the follo-

wing topics :

(a) By utilizing the present model, other potential drugs which confirmed to be

separable by using this type of chiral stationary phase can be simulated. Those

future tests can be used to enlarge the simulated database.
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(b) So far, we only investigated one polymer, ADMPC (EpitomizeTM CSP-1A).

Other CSP-1 types, which have different substituents on the phenyl groups on

the side chain, and CSP-2 types with cellulose backbones, can be simulated

using the same procedure presented in this chapter.

(c) Other interesting topics, such as enantiomers with multiple chiral centers, elu-

tion order reversal occurring upon changing solvent composition, the length of

alkyl tail on chiral drugs affecting elution order and separation factors, can also

be investigated using the current model.

(d) d. Throughout this study, one of the most puzzling questions we seem to answer

only partially but not completely is : apart from hydrogen-bonding and ring-

ring interactions, what else can contribute to the simulated separation factor or

elution order ? Other interactions could include hydrophobic forces in addition

to ring-ring interactions, for example involving alkyl tails of various lengths on

the drug molecule, dipole-dipole interactions beside hydrogen bonding. Such

interactive events usually happen frequently but briefly during a simulation.

Unless focusing on a particular behavior and analyzing the trajectory for this

specific interaction, we may miss analyzing additional features or indicators

that could potentially contribute to the chiral separation mechanism. Also, we

do not know how to combine quantitatively the hydrogen bonding lifetimes with

ring-ring interactions and these other analyses to obtain an MD quantity that is

directly proportional to the retention time of an enantiomer. Machine learning

(ML) and even deep learning (DL) technology could provide a new approach to

this project in the future.

(e) In summary, we believe that, at the final stages of this project, with the help of

ML and DL technologies, we could successfully capture all relevant information

from MD simulation trajectories, and a data processing model could be gene-

rated from the results of MD simulations and experimental HPLC data, with
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capacity for continuous refinement. More importantly, after gathering enough

simulated and experimental HPLC results, we may develop generally applicable

rules from our database for predicting a possible set of optimum experimental

conditions for a candidate drug molecule, before running either experimental

HPLCs or MD simulations.

4.4 Conclusion

We have prepared a physical model that is closer to the real chiral stationary

phase system where ADMPC is coated on amorphous silica and is equilibrated in the

solvent system. We took special care in approaching the final model of ADMPC on

amorphous silica in the solvent system so as to reach the correct polymer structure

in the presence of both the amorphous silica and the solvent. The resulting model is

a distinct improvement over Model 2 which was a slightly restrained single polymer

strand in solution. The new model provides the possibility of an enantiomer interac-

ting simultaneously with two polymer strands on the surface, occurrences that any

model using a single polymer strand of any length cannot provide. We have observed

such events for valsartan in hep/IPA due to its molecular size. The results show that

different parallel and anti-parallel arrangements of the polymer strands retain the

conclusions of the sum of the results over all 4 arrangements. The ring-ring inter-

actions for benzoin interacting with Model 4 ADMPC are very similar to what we

observed in Model 2, providing a discrimination between S and R enantiomers. While

the simpler cases of benzoin and flavanone (few donor-acceptor pairs between enan-

tiomer and ADMPC) did not reveal the weaknesses of Model 2 with respect to the

prediction of elution order, thalidomide and valsartan enantiomers were problematic

in our earlier work. The present model gives a more complete accounting of the hydro-

gen bonding lifetimes in various donor-acceptor pairs for thalidomide, thus leading to

an unequivocal prediction that S elutes first, whereas Model 2 gave mixed results with
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various metrics. The present model also provides a more conclusive result that using

an overall average of the hydrogen-bonding lifetimes, rather than maximum values of

lifetimes for various donor-acceptor pairs gives more consistent results. The case of

valsartan is also resolved, leading to not only the correct elution order (R elutes first,

just as predicted using Model 2) but a more reasonable value for the S/R ratio which

compares favorably with the experimental separation factor. The procedural protocol

we have developed can be used with other combinations of chiral stationary phases

and solvent systems.
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Figure 4.1. System setup for preparation of silanol-capped surface in which the silica
slab in the center is exposed to water regions on both sides. Rectangular volumes
of water were generated from a pre-equilibrated water box.

Figure 4.2. Different arrangements of 18-mer ADMPC strands on silica surface : (a)
aaaa ; (b) aabb ; (c) abba, (d) abab. Neglecting the edges, each arrangement pro-
vides some number of inter-strand grooves arising from parallel and antiparallel
strands, respectively (4,0), (2,2), (2,2), (0,4), considering periodic boundary condi-
tions. Taken altogether, they result in an equal number (8) of each.
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Figure 4.3. System arrangement for equilibrating ADMPCs on the amorphous silica
in the solution.
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Figure 4.4. Processing flow chart of Model 4 (ADMPCs on silica surface).
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Figure 4.5. Ramachandran maps of dihedral angles of the glycoside bond between
adjacent monomers of the four 18-mers of ADMPC on silanol-capped silica (a) in
hep/IPA and (b) in methanol, in various parallel/antiparallel arrangements. The
colors from blue to red represent the density of the data points going from low to
high. Of the four quadrants (Φ,Ψ) = -180◦ to +180◦, we only show the populated
quadrant.



110

Figure 4.6. Distribution of angles for four strands of ADMPC on silica slab, averaged
over various parallel/antiparallel arrangements in (a) hep/IPA and (b) methanol
solvent systems after equilibration with no constraints. The colors from blue to
red represent the density of the data points going from low to high. Of the four
quadrants (Φ,Ψ) = -180◦ to +180◦, we only show the populated quadrant.

Figure 4.7. Maps of dihedral angles of the glycoside bond between adjacent monomers
of the four 18-mers of ADMPC on silanol-capped silica in methanol (or hep/IPA),
all arrangements combined, compared with Models 1, 2, and 3. The colors from
blue to red represent the density of the data points going from low to high. Of the
four quadrants (Φ,Ψ) = -180◦ to +180◦, we only show the populated quadrant.
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Figure 4.8. The van der Waals surface presented by a polymer chain (a) in the per-
fect Okamoto structure, (b) for a single snapshot in the polymer chain in solvent
hep/IPA, (c) for a single snapshot of one of four chains in parallel (aaaa) arran-
gement on the silanol-capped silica in the presence of hep/IPA, showing only one
chain for clarity.
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Figure 4.9. Snapshots from MD simulations in which incidences of valsartan interac-
ting with two adjacent polymer strands were observed to persist for several frames.
(a) R enantiomer on aaaa arrangement of ADMPC on amorphous silica, (b) S on
abab, (c) R on abba, (d) S on aabb, (e) three S enantiomers on aabb, (f) a close-up
view of one of the multitude of incidences of valsartan interacting simultaneously
with two polymer strands : single-yellow-arrow with solid line identifies a hydro-
gen bond ; double-yellow-arrow with dashed line indicates a hydrophobic ring-ring
interaction.
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Figure 4.10. Distribution of lifetimes of hydrogen bonds between R or S enantiomers
of benzoin and ADMPC on silica in hep/IPA for each of the donor-acceptor pairs :
CSP@O and CSP@N denote the acceptor oxygen and nitrogen sites, and CSP@N-
H denotes the donor site in the chiral stationary phase ADMPC strands on silica.
Likewise, S@O1 and R@O1 denote the acceptor sites while S@O1-H and R@O1-H
denote the donor sites on the S and R enantiomers, respectively. These are the
sites identified in Fig. 3.8 for benzoin and ADMPC. The y axis counts the number
of incidences over the entire trajectory, summed over all four parallel/antiparallel
arrangements shown in Fig. 4.2 ; the very high counts for the very short lifetimes
are cut off in this display.
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Figure 4.11. Distribution of lifetimes of hydrogen bonds between R or S enantiomers
of flavanone and ADMPC on silica in methanol for each of the donor-acceptor
pairs : CSP@N-H denotes the donor site in the chiral stationary phase ADMPC
strands on silica. S@O1, S@O2 and R@O1, R@O2 denote the acceptor sites on
the S and R enantiomers, respectively. These are the sites identified in Fig. 3.8 for
flavanone and ADMPC. The y axis counts the number of incidences over the entire
trajectory, summed over all four parallel/antiparallel arrangements shown in Fig.
4.2 ; the very high counts for the very short lifetimes are cut off in this display.
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Figure 4.12. Distribution of lifetimes (ps) of hydrogen bonds between S or R enantio-
mers and ADMPC on silica for) benzoin in hep/IPA for each of the donor-acceptor
pairs. CSP@O and CSP@N denote the acceptor oxygen and nitrogen sites, and
CSP@N-H denotes the donor site in the chiral stationary phase ADMPC strands
on silica. Likewise, S@O1 and R@O1 denote the acceptor sites while S@O1-H and
R@O1-H denote the donor sites on the S and R enantiomers, respectively. These
are the sites identified in Fig. 3.8 for benzoin and ADMPC. We show the results
for various parallel and anti-parallel arrangements of polymer strands on the silica.
The y axis counts the number of incidences over the entire trajectory ; the very
high counts for the very short lifetimes are cut off in this display.
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Figure 4.13. Distribution of lifetimes (ps) of hydrogen bonds between S or R enan-
tiomers and ADMPC on silica for thalidomide in methanol. CSP@O and CSP@N
denote the acceptor oxygen and nitrogen sites, and CSP@N-H denotes the do-
nor site in the chiral stationary phase ADMPC strands on silica. Likewise, S@O1,
S@O2, S@O3, S@O4, S@N1, S@N2, and R@O1, R@O2, R@O3, R@O4, R@N1,
R@N2 denote the acceptor sites while S@N2-H and R@N2-H denote the donor
sites on the S and R enantiomers, respectively. These are the sites identified in
Fig. 3.8 for thalidomide and ADMPC. The y axis counts the number of incidences
over the entire trajectory, summed over all four parallel/antiparallel arrangements
shown in Fig. 4.2 ; the very high counts for the very short lifetimes are cut off in
this display.
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Figure 4.14. Distribution of lifetimes (ps) of hydrogen bonds between S or R enantio-
mers and ADMPC on silica for valsartan in hep/IPA. CSP@O and CSP@N denote
the acceptor oxygen and nitrogen sites, and CSP@N-H denotes the donor site in the
chiral stationary phase ADMPC strands on silica. Likewise, S@O1, S@O2, S@O3,
S@N5, S@N6, S@N7, S@N8, and R@O1, R@O2, R@O3, R@N5, R@N6, R@N7,
R@N8 denote the acceptor sites while S@O1-H, S@N7-H and R@O1-H, R@N7-H
denote the donor sites on the S and R enantiomers, respectively. These are the sites
identified in Fig. 3.8 for valsartan and ADMPC. The y axis counts the number of
incidences over the entire trajectory, summed over all four parallel/antiparallel ar-
rangements shown in Fig. 4.2 ; the very high counts for the very short lifetimes are
cut off in this display.
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Figure 4.15. Map of the angles describing the distribution of relative orientations
of the phenyl rings (γ = vertical axis, θ = horizontal axis), found for distances
Rcen less than 4.4 Åbetween the center of the phenyl ring#1 and ring#2 of the
benzoin molecule and the closest ADMPC phenyl ring, using Model 4 in hep-
tane/isopropanol. The colors from blue to red represent the density of the data
points going from low to high. The results are based on snapshots uniformly taken
from a 100 ns trajectory, (a) for the R enantiomer (b) for the S enantiomer for
ring#1, (c) for the R enantiomer (d) for the S enantiomer for ring#2 for each of
the various arrangements.



119

Figure 4.16. Map of the angles describing the distribution of relative orientations of
the phenyl rings (γ = vertical axis, θ = horizontal axis), found for distances Rcen

less than 4.4 Åbetween the center of the phenyl ring#1 and ring#2 of the benzoin
molecule and the closest ADMPC phenyl ring, using the present model in hep/IPA.
The colors from blue to red represent the density of the data points going from
low to high. The results are based on snapshots uniformly taken from a 100 ns
trajectory, (a) for the R enantiomer (b) for the S enantiomer for ring#1, (c) for
the R enantiomer (d) for the S enantiomer for ring#2. The presentation is the
same as for all arrangements shown in Fig. 4.15. Here we show : (A) the (aaaa)
arrangement, (B) (aabb) arrangement, (C) the (abba) arrangement, (D) the (abab)
arrangement.
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Figure 4.17. Map of the angles describing the distribution of relative orientations of
the phenyl rings (γ = vertical axis, θ = horizontal axis), found for distances Rcen

less than 4.4 Åbetween the center of the phenyl ring#1 and ring#2 of the benzoin
molecule and the closest ADMPC phenyl ring, , as in Fig. 4.15, but for a free-
floating 12-mer in solution (Model 1). The most probable (γ, θ) angle values are
much more spread out than for the ring-ring interactions between benzoin and the
ADMPC strands on amorphous silica slab. The plots are almost indistinguishable
for the S vs. R enantiomers, an indication of the lower chiral selectivity of the
Model 1 ADMPC.
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CHAPTER 5

MOLECULAR DYNAMICS SIMULATIONS OF LIQUID-LIQUID PHASE
EQUILIBRIUM OF TERNARY METHANOL/ WATER/ HYDROCARBON

MIXTURES

5.1 Introduction

Liquid-liquid equilibrium (LLE) plays a vital role in a range of chemical engi-

neering processes, such as liquid-liquid extraction, removal of toxic contaminants from

water, and other related separation processes. Extraction is a widely used process in

the pharmaceutical industry as an alternate to distillation, since many drugs can lose

their potency if subjected to higher temperatures usually encountered in distillation.

LLE also has applications in the petroleum industry, where it is used to extract both

low molecular weight polar and organic molecules from heavier hydrocarbons. While

experimental data is ideally needed for such applications, often because of lack of

such data [147], semi-empirical equations of state are used. These methods can some-

times lead to unreliable results. We present in this paper a method to predict such

data based on molecular dynamics (MD). Molecular dynamics methods require inter-

molecular potential models for the constituents of the system. For many molecules,

these are now widely available. Another significant advantage of MD [148] is that

unless temperature variations are very large, the parameters are largely independent

of state conditions. MD methods can therefore be rather useful to predict data for

state conditions difficult to study experimentally, especially if the results have been

validated at more easily accessible state conditions.

We have investigated a range of ternary systems exhibiting liquid-liquid equi-

libria. Recently a comprehensive experimental study has been reported on a wide

range of such liquid mixtures [149]. To test the validity of our simulation method, we

examined three mixtures reported in this study. The three systems investigated have

as mixture constituents of water, methanol and a hydrocarbon. The hydrocarbons
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studied include cyclohexane, n-hexane and 1-heptyne. The studies allowed us to in-

vestigate the effect of molecular structure (linear vs. cyclic), while 1-heptyne allowed

us to study an asymmetric unsaturated hydrocarbon which is thus polar (the dipole

moment of 1-heptyne is 0.86 D).

In our simulations, we have used the parameters in AMBER GAFF library,

since those optimized for the types of molecules being investigated in this work,

involving mixtures of hydrocarbons, water and methanol. This study is an extension

of our previous work on gas solubility [150] [151] [152]. The method developed for

gas solubility has not been previously used for LLE, which is the focus of this study.

Hydrocarbons are often non-polar or weakly polar molecules. Thus, in general they

have low solubility in polar solvents such as water or methanol. In our study, we

first wanted to test the applicability of the GAFF force field to LLE simulations by

comparing with experimental results. We also then used our simulations to estimate

structural and dynamics properties not currently available from experimental studies.

5.2 Simulation System

5.2.1 Computational Details. The simulation system configuration is based

on our previous setup used to study gas solubility (liquid-vapor equilibrium). As

seen in Fig. 5.1, two impermeable membranes confine the system in the x-direction

which effectively makes the simulation system non-periodic in the x-direction. This

confinement makes the analysis of the two phases simpler, since otherwise the two

liquid phases would drift in the x-direction making it more difficult to determine the

compositions of the two liquid phases in a dynamic simulation. The membrane is a

single layer FCC wall composed of argon atoms. All the membrane atoms are self-

tethered to their initial positions, with inter-atomistic distance, designed to make the

wall impermeable to both the solvent and hydrocarbon molecules.
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The simulation system has a central organic phase and two aqueous phases

around it. We found that equilibrium was achieved more efficiently in such a sys-

tem (since there are two surfaces available for molecular exchanges between the two

phases) compared to a single organic phase in contact with one aqueous phase. The

simulation system consisted of 400 membrane atoms (200 per membrane) and 1000 li-

quid molecules (400 in organic phase and 300 in the two aqueous phases). The system

volume was determined by the density of the two phases.

We used the all-atom GAFF force field developed by Wang et al. [11] to re-

present the potential models as represented by Eq. 1.5. The first three terms refer

to the intramolecular energy terms representing forces associated with bonds, bond

angles and dihedral angles, while the last two terms are associated with intermolecu-

lar energy (dispersion and coulombic).We used the Lennard-Jones (LJ) 12-6 potential

model for short-range site-site interactions. A particle-particle particle-mesh solver

(PPPM) [153] is used to compute long-range electrostatic forces and energies, which

we found computationally more efficient, but equally reliable compared to traditional

Ewald technique [57] often used in AMBER or CHARMM. For water we used the

TIP3P model [11].

Each simulation was carried out for 30 million femtoseconds (30 ns) and the

results were analyzed using three running averaged samples (viz. 15 to 20, 20 to 25

and 25 to 30 million time step) both to ensure that equilibrium had been achieved

and to estimate the accuracy of our measurements (error bars).

The open source software package Packmol [120] was used to construct the

initial non-overlapping liquid-like random molecular configurations. This significantly

assisted the system in reaching its final equilibrium state more efficiently. All simula-

tions used the LAMMPS simulation package [61]. Energy minimization was performed

using the Polak-Ribiere [62] conjugate-gradient method and the Verlet algorithm [63]
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was used to carry out time integrations. A Gaussian thermostat was applied in the

NVE ensemble in order to maintain a constant system temperature throughout the

simulation. A time step of 1.00 fs was used for runs of 30.0 ns in length. Our si-

mulations had to be carried out in the NVE ensemble because in our methodology

we included membranes. If membranes were allowed to move, as they would in the

NPT ensemble, then it would make it difficult for us to stabilize the system near the

membrane boundaries. In addition, the strategy we used for calculating compositions

also required the phase boundaries to be fixed and not variable. The potential models

we used in this study were specifically designed for VLE studies so we believe they

would provide realistic pressures for such systems. In actual experiments, in general,

pressure changes are also accompanied by temperature changes. In our simulations,

we kept the temperature constant, so we do not believe any small errors in pressure

would result in any measurable changes in phase equilibrium results.

Fig. 5.2 shows a typical density distribution observed in our simulation. For

systems that are not homogenous such as ours, estimation of the composition of each

phase does present a few challenges. To address this issue, we used the following

scheme. For the organic phase, we identified the two valleys in the density profile

of the organic phase and then connected them with a straight horizontal line as

shown in Fig. 5.2 in red. The region above this line was then, for the purpose of our

composition analysis, defined as our organic phase. For the inorganic phase which is

contact with two membranes that confine it, we excluded the adsorbed layer adjacent

to the two membranes. This was defined to be the first two adsorption peaks in the

observed density profile. The region in between these two regions was then defined as

the aqueous phase for our composition analysis. The two phases, as defined here, thus

vary in size from 135 to 160 Å for the organic phase, and 60-80 Å for the aqueous

phase.
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When estimating the radial distribution functions, or mean squared displace-

ments (to estimate the diffusion coefficients), for the calculation of compositions, we

only sampled molecules while they were in the phases as defined above. This ensured

that end/wall effects did not contribute to the reported values, or their movement

from one phase to another.

5.2.2 Some Thoughts on Designing the System. As seen in Fig. 5.1, we have a

long but thin and narrow simulation box. A regular rectangular box would make the

system very large and thus results in expensive computational cost and difficulty to

achieve equilibria. Also, such a regular box will increase the contact area between oil

and aqueous phases. More molecules in the interfacial region means fewer molecules

will remain in the bulk phase. Then, this also means bulk phase composition will

not be statistically stable. Although such long and thin box will cause scatter in the

bulk density profile, this will be solved by running averages over a longer span of

simulation time.

The application of a FCC wall confining the system is also important and

necessary in this study. The density profile is the output we sample throughout the

simulation, so we want the entire collection of atoms to be static and not drifting

because of small random perturbations in MD calculations. Since the two FCC wall

atoms are self-tethered to their initial position, they can stop the whole liquid phase

from drifting. The introduction of such a FCC wall may induce adsorption layer bet-

ween the solid wall and the liquid phase, which will lead to fewer molecules remaining

in the bulk liquid phase. So the thin and narrow system discussed above is also ne-

cessary in this case, since it will reduce the contact area and minimize the adsorption

effect at the walls.
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5.3 Results and Analysis

5.3.1 Ternary Phase Compositions. Tables 5.1, 5.2, 5.3 [154] [155] [156] show

the calculated results using the method discussed above from the molecular dynamics

simulations. For each system, we simulated three compositions to ensure the suita-

bility of the method for a range of compositions. For each composition, we obtained

the reported results from three running averages. These averages were obtained from

the simulations between 15 and 20, 20 to 25 and 25 to 30 million time steps. The

three sets of data so obtained were then averaged both to ensure that we have reached

equilibrium and to estimate the precision (error bars) of our results. Our results only

showed rather small variations between these three sets of results, which led us to

believe that 30-ns simulations were long enough to approach equilibrium. In our si-

mulations to overcome the possibility of local equilibrium we periodically did stop the

simulation and cleared the current velocities of the individual molecules, and replaced

them with a new set of generated Gaussian velocities corresponding to the system

temperature. This we believe would overcome local equilibrium issues. In a molecular

simulation study of the type reported here, we are simulating a limited number of

molecules because of computational constraints (in our case - 1000 molecules). For

very low concentrations the number of molecules of that specie becomes rather small,

which would lead to large statistical uncertainties. It was therefore not possible for

us to study the lowest concentration studied experimentally where the mole-fraction

is low.

Fig. 5.3, 5.4, 5.5 also show our simulation results compared to experimental

data in ternary phase diagrams. From the tables and the figures, we observe that our

models do very well when compared to experimental data in both the organic and

aqueous phases.

Our phase equilibrium results indicate that the potential models used by us
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Table 5.1. Compositions of coexisting phases c-hexane/methanol/water at T = 303
K

Aqueous Phase Organic Phase

Methanol Cyclohexane Water Methanol Cyclohexane

Series 1 Simulation 0.6034 0.0069 0.3517 0.0245 0.9644

Error Bar 0.0026 0.0025 0.0048 0.0183 0.0019

Experiment 0.637 0.0095 0.354 0.0261 0.947

Series 2 Simulation 0.7298 0.0313 0.2130 0.0593 0.9392

Error Bar 0.0114 0.0113 0.0096 0.0088 0.0096

Experiment 0.758 0.0298 0.213 0.0476 0.951

Series 3 Simulation 0.8157 0.1843 0.000 0.2353 0.7647

Error Bar 0.0126 0.0126 — 0.0028 0.0028

Experiment 0.806 0.1944 0.000 0.2359 0.764

to well-represent these mixtures in both phases. We therefore used these models to

predict other properties of interest not currently available from experiments. One pro-

perty of significant interest is the diffusion coefficient which is closely related to the

mean squared displacement. Fig. 5.6 shows results from our simulations for the mean

squared displacement (MSD) of methanol in the aqueous phase. Our results show that

with decreasing water concentrations in the aqueous phase, the methanol molecules

moved slower, which resulted in lower diffusion rates. To understand this behavior

better we examined how methanol molecules were networked with other molecules

in their immediate vicinity, as the composition of the solution changed. One possibi-

lity we investigated was whether the methanol cluster size varied significantly with

water concentration, since larger clusters would in general result in slower diffusion.

However, by examining the coordination numbers, we observed that the cluster sizes

did not in fact change significantly at lower water concentrations. We then focused

our attention on cyclohexane. Fig. 5.7 shows snapshots for two solutions included in
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Table 5.2. Compositions of coexisting phases 1-heptyne/methanol/water at T = 298
K

Aqueous Phase Organic Phase

Methanol 1-heptyne Water Methanol 1-heptyne

Series 1 Simulation 0.6834 0.0737 0.2429 0.2909 0.6817

Error Bar 0.0023 0.0168 0.0145 0.0091 0.0125

Experiment 0.674 0.104 0.222 0.280 0.685

Series 2 Simulation 0.631 0.2354 0.1325 0.3609 0.5818

Error Bar 0.0107 0.0148 0.0255 0.0060 0.0074

Experiment 0.650 0.210 0.140 0.360 0.585

Series 3 Simulation 0.6300 0.0486 0.3214 0.1801 0.8066

Error Bar 0.0068 0.0130 0.0062 0.0007 0.0011

Experiment 0.643 0.039 0.318 0.190 0.790

Fig. 5.6 (xH2O = 0.0 and xH2O = 0.213). From the figures, it can be seen that it is in

fact cyclohexane that is the main cause of this change. In the case of xH2O = 0.213,

cyclohexane (x = 0.029) seems to be fairly dispersed and is not a barrier for methanol

mobility, while at xH2O = 0.0, it is forming a connected network that would reduce

the effective mobility of methanol significantly as observed in the MSD plots. It is

also instructive to note the self-diffusion coefficient of pure methanol is twice that

of pure cyclohexane at 298 K (we believe that this can be attributed to the higher

molecular weight of cyclohexane molecules), and our values also seem to drop by

roughly a factor of 2 [157]. To further illustrate this point, we calculated the effective

coordination number of cyclohexane molecules around a methanol molecule at the

three compositions analyzed (Fig. 5.8). The behavior at (xH2O = 0.354 andxH2O =

0.213 is quite similar as was the case with the MSD. AtxH2O = 0.0, once again we see

a dramatic difference in the coordination number of cyclohexane around methanol ;

the cyclohexane molecules in the vicinity of methanol molecules greatly reduce their
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Table 5.3. Compositions of coexisting phases n-hexane/methanol/water at T = 298
K

Aqueous Phase Organic Phase

Methanol Hexane Water Methanol Hexane

Series 1 Simulation 0.8222 0.0295 0.1215 0.0825 0.9079

Error Bar 0.0052 0.0090 0.0013 0.0055 0.0055

Experiment 0.8427 0.0368 0.1205 0.0552 0.9321

Series 2 Simulation 0.7230 0.0327 0.1937 0.0401 0.9567

Error Bar 0.0151 0.0091 0.0064 0.0081 0.0099

Experiment 0.7727 0.0217 0.2056 0.0612 0.9226

Series 3 Simulation 0.6670 0.0133 0.2820 0.0372 0.9606

Error Bar 0.0058 0.0070 0.0048 0.0040 0.0048

Experiment 0.7022 0.0105 0.2873 0.0240 0.9636

mobility.

To further understand the structural behavior of the solutions investigated we

examined the two-body distribution functions. Figs. 5.9 and 5.10 present the distri-

bution functions for methanol-methanol and methanol-water in the aqueous phase.

In Fig. 5.9, our results show distinct changes in behavior as the composition changes.

The distribution functions are most structured when no water is present. This could

have been expected since in the absence of water, cyclohexane could dissolve in the

methanol-rich phase more readily (it is more soluble in methanol than in water)

and methanol is also attracted to other methanol molecules rather than cyclohexane

which is non-polar. As water is introduced into the aqueous phase we observe less

structure and more dispersed behavior, since water now competes with methanol. In

fact, recent studies have shown that methanol has stronger intermolecular interactions

with water molecules than with methanol molecules [158] and our investigations on

hydrogen bonds (see following discussion) also confirms this trend. Fig. 5.10 shows
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the pair distribution function for methanol-water in the aqueous phase. We observe

more structure in the solution as the water concentration increases. One reason for

the increased structure, as evidenced by a significantly higher first peak would be the

increased number of water molecules present (per methanol molecule). However, this

would result in perhaps a two-fold increase in the peak by a material balance alone.

The higher peak of water molecules around methanol can again be attributed to the

stronger interaction of methanol with water molecules, compared to that with other

methanol molecules.

In Figs. 5.11 and 5.12 we show the two-body distribution functions for cy-

clohexane/methanol and cyclohexane/water in the aqueous phase. From Fig. 5.11, it

appears that when no water is present in the system, methanol is more uniformly

dispersed around cyclohexane molecules. This is essentially because methanol which

is polar, is not strongly attracted to cyclohexane (we would like to point out that cy-

clohexane is more soluble in methanol than in water [158]). Once water is introduced,

methanol appears to be more structured around cyclohexane. This is mostly due to

the fact that now water which is more polar, is pushed away from cyclohexane, and

this makes methanol a more attractive alternative for cyclohexane molecules. Fig.

5.12 shows similar behavior for the cyclohexane/water distribution function. There is

more structure observed as the water concentration increases. Of course, one reason

for this is the increased number of water molecules present per cyclohexane molecule

(35 water molecules per cyclohexane at xH2O = 0.354 as opposed to about 7 at xH2O =

0.213). In addition, cyclohexane molecules have a preference for methanol molecules,

so water is less structured around cyclohexane when there is a greater availability of

methanol molecules.

Fig. 5.13 shows the pair distribution functions for methanol-cyclohexane in

the organic phase for the various compositions of cyclohexane investigated in our
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studies. With increased concentrations of cyclohexane, the distribution functions be-

comes more structured. This is understandable because it leads to more cyclohexane

molecules per methanol molecule. At these higher cyclohexane concentrations, metha-

nol concentrations are rather low which results in smaller clusters of methanol being

formed which are then surrounded by more cyclohexane molecules, thus resulting in

the more structured behavior observed.

Finally, we investigated the number of hydrogen bonds formed in the aqueous

phase per methanol molecule. The hydrogen bonds were defined as distances less than

the half the LJ sigma of oxygen and hydrogen plus 0.5 Å, which for our parameter set

is 2.2 Å ; and angles being larger than 100◦.The results for the three compositions of

the aqueous phase are shown in Fig 5.14 and 5.15. It can be seen that once again there

is a dramatic drop in the number of hydrogen bonds when no water is present. This

results from two factors. First the composition of available molecules for hydrogen

bonding (water and methanol) varies from 0.806 (when no water is present) to 0.971

(when xmethanol = 0.758) and 0.991 (when xmethanol = 0.637). if this was the only

factor, clearly the number of hydrogen bonds would increase by approximately 25%

when water is present. The results indicate an increase of a factor of 2. This is because

methanol is more likely to form more hydrogen bonds with water molecules rather

than with methanol molecules. Water has three available sites for hydrogen bonds

while methanol has only two such sites. This has also been reported in another recent

study [159]. This observation is also confirmed if we examine the hydrogen bond

energy per methanol molecule shown in Fig. 5.15. The energy is highest for the case

with no water, and lowest for the case with most water.

5.4 Conclusion

Our studies have demonstrated that molecular dynamics simulations are an ef-

fective tool to study LLE in mixtures involving both polar and non-polar components.
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In addition the intermolecular potential parameters developed primarily from VLE

data appears to be effective to predict LLE data as well. Our simulations also confir-

med previous studies that indicated that methanol has stronger interactions with

water molecules compared to other methanol molecules. We found this difference in

intermolecular interactions to strongly influence the structural and dynamic beha-

vior of the mixtures we investigated. In addition, while methanol and water are both

highly polar, the differences in their polarity appears to have a significant effect on

the properties of such mixtures. In general, an increase in water concentration made

the solutions more structured (as demonstrated by the pair distribution functions)

and also increased the diffusion rate of the dominant mixture component methanol.
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Figure 5.1. System schematic showing aqueous/organic phases.

Figure 5.2. A typical density profile used to calculate mole fractions of each component
in each phase.
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Figure 5.3. Ternary phase diagram of cyclohexane-methanol-water (The experimental
data points have been connected to guide the eye.)

Figure 5.4. Ternary phase diagram of 1-heptyne-methanol-water (The experimental
data points have been connected to guide the eye.)
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Figure 5.5. Ternary phase diagram of hexane-methanol-water (The experimental data
points have been connected to guide the eye.)

Figure 5.6. MSD of methanol in the aqueous phase for the methanol-cyclohexane-
water system
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Figure 5.7. Snapshots of Aqueous phases Top : xmethanol = 0.758 ; xcyclohexane = 0.029
Bottom : xmethanol = 0.806 ; xcyclohexane = 0.194 (yellow :cyclohexane, red : water,
blue : methanol)
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Figure 5.8. Coordination number of methanol-cyclohexane (CH2)6 clusters for dif-
ferent compositions of the aqueous phase in the methanol-cyclo// hexane-water
system.
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Figure 5.9. Methanol-methanol density distribution function at various composition
of the aqueous phase.
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Figure 5.10. Methanol-water density distribution function at various composition of
the aqueous phase
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Figure 5.11. Cyclohexane-methanol density distribution function at various composi-
tion of the aqueous phase
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Figure 5.12. Cyclohexane-water density distribution function at various composition
of the aqueous phase
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Figure 5.13. Methanol-cyclohexane density distribution function at various composi-
tion of the organic phase
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Figure 5.14. Number of hydrogen bonds per methanol molecule in the aqueous phase
with different compositions of water

Figure 5.15. Hydrogen bond energy per methanol molecule in the aqueous phase with
different compositions of water
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