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1. Introduction

IPRO 313: Ultra-Highspeed Market Data Ticker System, Spring, 2008, builds on work done in the previous semester. Last Fall, IPRO 313 conducted background research on the market data systems and outlined a basic design and performance metrics for our system. This semester, we will resume system development, and work on performance improvements, enhanced functionality, and more detailed benchmarks.

2. Background

With the dawn of every New Year, the speed of business is ever increasing. What used to be performed in months, days or minutes is now being done in milliseconds. To stay competitive within their industries, businesses today – particularly in finance – need real time access to large volumes of data. This requires vast improvement in information technology infrastructures.

Introduction of Electronic Trading

The 1975 Security Acts Amendment, enacted by Congress in 1975 gave the SEC the authority to create an efficient national market infrastructure. The reason for this was to eliminate as much of the redundant paperwork that slowed the trading process down as possible. As a result, people had access to substantially larger volumes of data with significantly less latency.

The new trading infrastructure changed trading both quantitatively and qualitatively. Quantitatively, much more market data are available with lower latencies. A March, 2007 report by the Tabb group indicated that the number of messages transferred per day in global options and equities markets has been growing by 139% annually from 2005 and is projected to continue until at least 2010. Furthermore, volatility in the market has decreased as any sudden “spikes” in the market can be handled very quickly with the new market technologies.

According to TowerGroup, a research firm, $480m is likely to be spent in America the United States this year on developing technology for algorithmic trading. In 2005, providing fastest data to customers quickly had such an impact that the financial industry increased spending on computers and software to $26.4 billion and in the past years, the compound annual growth rate for algorithm use from 2004 through 2007 was projected at 34%. Such is the focus on speed that even location counts. Servers positioned nearest to a trading venue can shave milliseconds of the timing of a trade and get a better price. Moreover, Chicago, being near the geographic center of the United States, enjoys the advantage of being near both markets as well as both coasts.

There exist several vendors of the technologies necessary to participate effectively in this industry, including Townsend Analytics, Exegy, Reuters, Bloomberg, RMDI and Wombat. These companies provide various services, such as real-time price data as well as market analyses. Their current generations of systems, however, are incapable of handling the impending mountains of data.
3. Purpose & Objectives

The objective of IPRO 313 is to create a high performance data ticker system. Ideally, the data ticker plant has to have a sustained optimal throughput of three million price quotes per second – the current industry state of the art – with minimal latency. Toward this end, the team will create a proof-of-concept data ticker plant that processes real data, demonstrating performance bottlenecks and revealing areas should be the foci of optimization attempts. The initial system will be used as a baseline on which optimizations to specific components will be made.

Based on the result from the past IPRO team, the team has set forth the following objectives:

- **Explore competitors’ solutions and available technology**
  - Know what is currently on the market
  - Know what new technology is available for implementation
  - Understand what works and what does not

- **Develop a functioning ticker plant system**
  - Analyze ticker protocols used in previous semester
  - Redesign and refine the ticker plant architecture
  - Code a working system

- **Improve system performance**
  - Identify performance bottlenecks in the system
  - Design and implement performance optimizations
  - Record performance improvements

- **Determine hardware requirements**
  - Test off-the-shelf hardware for system
  - Design custom hardware configurations
  - Compare each solution

- **Update the technical user manual**

- **Create a website explaining project initiatives and successes with an online version of the end-to-end system.**
4. Methodology

The research results from the previous semester were usable; however, the system prototype was not functioning neither stable nor fully functional. The team agreed that a stable base system is needed before optimization work could begin, thus necessitating the formation of a software development team. In order to allow the development team to concentrate on developing the base system tasks, a research team was also formed to find investigate potential performance-enhancing solutions to be implemented in parallel. Finally, one of the problems identified from the previous semester was the lack of coordination between sub-teams; therefore a third team was created to oversee the whole project.

Thus, to accomplish the objectives set forth by the whole team, the IPRO 313 Spring 2008 team was split into three different sub-teams:

Development (programming) Team
This team is responsible for developing the system. Their responsibilities included both designing and implementing the core system, which implements basic functionality. The development team will incorporate used research results from the Research/Optimization team to make design decisions, such as which algorithm, hashing function, and so on, should be used.

A. Tasks

For ITThe development team’s task this semester was to improve on last semester’s system prototype and to build an end-to-end market data ticker system that uses real market data. Another goal was to also provide detailed performance metrics of the system. This enables future optimizations and algorithmic enhancements to the system in order to increase system throughput while minimizing latency and variance.

In order ITTo complete the task, the software-development team was broken up into separate sub-teams to handle development of each module comprising the system.

B. Sub-Teams

Konstantin Roytman and Jose Acuña-Rohter handled the development, testing, and metric collection of the data feed and head end components. Lance Cooper and Jong Su-Yoon worked together to develop the LVC and Client modules. The two teams collaborated to handle the integration of all the modules. (Note that these architectural components will be explained in Section 7.)

Research/Optimization team
This sub-team’s responsibilities included looking at analyzing the base system developed and researching solutions to improve and optimize the system for maximum reliability and performance. The research results generated were used by the development team to guide the development team’s implementation of the system.

Research on hash functions was conducted to find the fastest hashing algorithm. The purpose of finding the fastest hash algorithm is increasing the data access speed of the Last Value Cache, which is believed to be the bottleneck of the system. In addition, the hash function has to be stable and generate few collisions of hash values.
Analysis of real OPRA data (OPRA, the Options Price Reporting Authority, is an industry-standard clearing house for real-time options prices) was conducted which allowed us to see the loads and how they vary every second. Which showed this analysis reveals patterns in data arrival rates, which may be used to guide the design of the system for optimal performance; how much data may arrive to the given hash function and how the hash function should handle and perform with this data.

**IPRO/ Web design team**

This sub-team was responsible for managing the project and handling the creation of IPRO deliverables and the IPRO 313 Website. The whole team must adhere to the timeline set forth by the IPRO/Web design team and reports back results.

The relationship between the three sub-teams are summarized in the diagram below:

![Sub-teams relationship diagram](image)

**Figure 1. Sub-teams relationship**

Each team is responsible for researching and developing solutions within its specific area, but also informs and collaborates with the other teams of their findings. Though ultimately all progress will be reported to the IPRO/Web design team, each team will draft its own reports, schedules, and presentations. Additionally, each team will report to the group weekly, so that the information is presented in a timely and consistent manner.
5. Assignments

**Team Leader:**
Oluwaseun Shonubi

**Minute Taker:**
Jose Acuna-Rohter
In charge of recording decisions made during meetings including task assignments or changes under consideration.

**Agenda Maker:**
Tarun Anupojā
Responsible for creating an agenda for each team meeting. This provides structure to the meetings and offers a productive environment.

**Time Keeper:**
Tarun Anupojā
Responsible for making sure meetings go according to agendas.

**Master Schedule Maker:**
Khanh Duong
Responsible for collecting schedules from all the team members and developing a master schedule, which tells the team when the members are available and how to contact them.

**Team Advisors**

**Dr. Wai Gen Yee**
Dr. Yee is currently an assistant professor at the Illinois Institute of Technology's Computer Science Department. His research interests are in distributed databases, information retrieval, data mining, security, and peer to peer and ad hoc networking. He is a member of the Department and University Undergraduate Curriculum committee, which is responsible for ensuring the quality of education for undergraduate computer science majors.

**Ben Van Vliet**
Ben Van Vliet is a Lecturer at the Illinois Institute of Technology's Stuart School of Business (IIT), where he also serves as the Associate Director of the M.S. Financial Markets program. At IIT he teaches courses in quantitative finance, C++ and .NET programming, and automated trading system design and development. Beginning in 2008 he will also teach recurring seminars for The Technical Analyst group in London. He is vice chairman of the Certified Trading System Developer (CTSD) program. He serves also as series editor of the Financial Markets Technology series for Elsevier/Academic Press. Mr. Van Vliet consults extensively in the financial markets industry, primarily on topics related to the mathematics, technology and management of trading systems.

<table>
<thead>
<tr>
<th>Name</th>
<th>Role</th>
<th>Major</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Khanh Duong</td>
<td>Master schedule maker</td>
<td>CPE</td>
<td>Web design experience</td>
</tr>
<tr>
<td>Jose Acuna-Rohter</td>
<td>Minute taker</td>
<td>CS</td>
<td>IPRO experience</td>
</tr>
<tr>
<td>Tarun Anupoju</td>
<td>Agenda maker, Time keeper</td>
<td>CPE</td>
<td></td>
</tr>
<tr>
<td>Lance Cooper</td>
<td></td>
<td>CS</td>
<td>C++ Web design experience</td>
</tr>
<tr>
<td>Martin Kolodziej</td>
<td></td>
<td>EE</td>
<td>Web design experience</td>
</tr>
<tr>
<td>Konstantin Roytman</td>
<td></td>
<td>CS</td>
<td></td>
</tr>
<tr>
<td>Oluwaseun Shonubi</td>
<td>Team leader</td>
<td>EE</td>
<td></td>
</tr>
<tr>
<td>Jing Kai Tan</td>
<td></td>
<td>EE</td>
<td></td>
</tr>
<tr>
<td>Jong Su Yoon</td>
<td></td>
<td>CS</td>
<td>Project experience</td>
</tr>
<tr>
<td>Wai Gen Yee</td>
<td><strong>Professor Faculty advisor</strong></td>
<td>Prof., CS</td>
<td></td>
</tr>
<tr>
<td>Ben Van Vliet</td>
<td>Advisor Faculty advisor</td>
<td>Advisor Prof. of Bus.</td>
<td></td>
</tr>
</tbody>
</table>

**Development (programming) Team**
Developing the software and hardware for the system. Responsible for design and implementing the system.

<table>
<thead>
<tr>
<th>Name</th>
<th>Role</th>
<th>Responsibilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Konstantin Roytman</td>
<td>Sub-Team leader</td>
<td>Overall, data feed</td>
</tr>
<tr>
<td>Jong Su Yoon</td>
<td></td>
<td>Client application</td>
</tr>
<tr>
<td>Lance Cooper</td>
<td></td>
<td>Data distributor</td>
</tr>
<tr>
<td>Jose Acuna-Rohter</td>
<td></td>
<td>Head end</td>
</tr>
</tbody>
</table>

**Research/Optimization team**
Look at the base system developed, research for solutions to improve and optimize the system for maximum reliability and performance.

<table>
<thead>
<tr>
<th>Name</th>
<th>Role</th>
<th>Responsibilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tarun Anupoju</td>
<td>Sub-Team leader</td>
<td>Overall</td>
</tr>
<tr>
<td>Jing Kai Tan</td>
<td></td>
<td>Assist and research</td>
</tr>
</tbody>
</table>

**IPRO/ Web design team**
Responsible for handling the creation of IPRO deliverables and the IPRO 313 Website

<table>
<thead>
<tr>
<th>Name</th>
<th>Role</th>
<th>Responsibilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Khanh Duong</td>
<td>Sub-Team leader</td>
<td>Overall</td>
</tr>
</tbody>
</table>
# Tasks and Goals

<table>
<thead>
<tr>
<th>Task</th>
<th>Team</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explore competitors’ solutions &amp; available technology</td>
<td>Research/Optimization</td>
</tr>
<tr>
<td>Develop a functioning ticker plant system</td>
<td>Development</td>
</tr>
<tr>
<td>Improve system performance</td>
<td>Development &amp; Research/Optimization</td>
</tr>
<tr>
<td>Determine hardware requirements</td>
<td>Development &amp; Research/Optimization</td>
</tr>
<tr>
<td>Update the technical user manual</td>
<td>Development</td>
</tr>
<tr>
<td>IPRO Website</td>
<td>IPRO/Web Design</td>
</tr>
<tr>
<td>IPRO Deliverables</td>
<td>IPRO/Web Design</td>
</tr>
<tr>
<td>Compile and Practice Presentation</td>
<td>All</td>
</tr>
</tbody>
</table>

## Task assignments

### Development team

<table>
<thead>
<tr>
<th>Task</th>
<th>Start Date</th>
<th>Target end date</th>
<th>Lead</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Data Generator</td>
<td>2/06/08</td>
<td>4/12/08</td>
<td>Kenny</td>
</tr>
<tr>
<td>1.1 Obtain OPRA data.</td>
<td>2/06/08</td>
<td>2/08/08</td>
<td>Kenny</td>
</tr>
<tr>
<td>1.2 Implement code to stream OPRA data into RAM</td>
<td>2/06/08</td>
<td>4/15/05</td>
<td>Kenny</td>
</tr>
<tr>
<td>1.3 Implement code to take OPRA data from RAM</td>
<td>2/06/08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.4 Get timing metrics on UDP receiving speed and CODEC speed</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Head End</td>
<td>2/06/08</td>
<td></td>
<td>Jose</td>
</tr>
<tr>
<td>2.1 Create a Decoder for OPRA FAST data</td>
<td>2/06/08</td>
<td>3/20/08</td>
<td>Jose</td>
</tr>
<tr>
<td>2.2 Create a template for our data to send out</td>
<td>2/11/08</td>
<td>2/20/08</td>
<td>Jose</td>
</tr>
<tr>
<td>2.3 Create UDP socket connection to receive data from CD</td>
<td></td>
<td></td>
<td>Jose</td>
</tr>
<tr>
<td>2.4 Get timing metrics on UDP receiving speed and CODEC speed</td>
<td></td>
<td></td>
<td>Jose</td>
</tr>
<tr>
<td>3. Last Value Cache</td>
<td>2/06/08</td>
<td></td>
<td>Jong Su</td>
</tr>
<tr>
<td>3.1 Provide ability to use different hash algorithms</td>
<td>3/03/08</td>
<td>3/10/08</td>
<td>Lance</td>
</tr>
<tr>
<td>4. Data Distributor</td>
<td>2/06/08</td>
<td></td>
<td>Lance</td>
</tr>
<tr>
<td>4.1 Separate subscription from LVC</td>
<td>2/12/08</td>
<td>3/12/08</td>
<td>Lance</td>
</tr>
<tr>
<td>4.2 Interface subscription with Head End</td>
<td>2/18/08</td>
<td>2/25/08</td>
<td>Lance</td>
</tr>
<tr>
<td>5. Client Application</td>
<td>2/06/08</td>
<td></td>
<td>Jong Su</td>
</tr>
<tr>
<td>5.1 Improve JAVA client and monitor application</td>
<td>2/17/08</td>
<td>2/24/08</td>
<td>Jong Su</td>
</tr>
<tr>
<td>5.2 Implement hashing functions in c++ (SuperFast, CRC32, Adler, tiger)</td>
<td>2/25/08</td>
<td>3/02/08</td>
<td>Jong Su</td>
</tr>
<tr>
<td>5.3</td>
<td>plug hashing functions into LVC module</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>---------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline End Date</td>
<td>4/25/08</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## Research/Optimization team

<table>
<thead>
<tr>
<th>Week</th>
<th>Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2/17/08 - 2/24/08  - In depth view of ADLER32 and CRC32</td>
</tr>
<tr>
<td>2</td>
<td>2/24/08 - 3/02/08  - Get code to decode OPRA data</td>
</tr>
<tr>
<td></td>
<td>- Test hash functions using the metrics chosen (time &amp; reliability)</td>
</tr>
<tr>
<td></td>
<td>- Select a hash function</td>
</tr>
<tr>
<td>3</td>
<td>3/02/08 - 3/09/08  - Implementation of the chose hash function in to the LVC</td>
</tr>
<tr>
<td></td>
<td>- Possibly, presentation on partitioning data sets</td>
</tr>
<tr>
<td>4</td>
<td>3/09/08 - 3/16/08  - Presentation on Distributed and parallel processing</td>
</tr>
<tr>
<td></td>
<td>- Hardware support</td>
</tr>
<tr>
<td>5</td>
<td>3/16/08 - 3/23/08  - Presentation on hardware support – necessary hardware structure?</td>
</tr>
<tr>
<td></td>
<td>- Analysis of real workloads</td>
</tr>
<tr>
<td>6</td>
<td>3/23/08 - 3/30/08  - Presentation on analysis of workloads</td>
</tr>
<tr>
<td></td>
<td>- Handling system failures</td>
</tr>
<tr>
<td>7</td>
<td>3/30/08 - 4/6/08    - Presentation on handling system failures</td>
</tr>
<tr>
<td>8</td>
<td>4/7/08 - 4/30/08    - Benchmarking hash functions</td>
</tr>
<tr>
<td></td>
<td>- Gathering feed data statistic</td>
</tr>
</tbody>
</table>

## IPRO/Web Design team

<table>
<thead>
<tr>
<th>Week</th>
<th>Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>02/17/08</td>
<td>Finalize project plan and Code of Ethics deliverables</td>
</tr>
<tr>
<td></td>
<td>- Starting web development</td>
</tr>
<tr>
<td>02/24/08</td>
<td>Midterm presentation creation</td>
</tr>
<tr>
<td></td>
<td>- Establish basic web space</td>
</tr>
<tr>
<td>03/02/08</td>
<td>Collect materials for Midterm Report deliverable</td>
</tr>
<tr>
<td></td>
<td>- Research options and design</td>
</tr>
<tr>
<td>03/09/08</td>
<td>Finalize and revise midterm report</td>
</tr>
<tr>
<td></td>
<td>- Layout</td>
</tr>
<tr>
<td>03/16/08</td>
<td>- Basic text content</td>
</tr>
<tr>
<td>03/23/08</td>
<td>- Graphics</td>
</tr>
<tr>
<td>03/30/08</td>
<td>- Graphics</td>
</tr>
<tr>
<td>04/06/08</td>
<td>- Final adjustments and updates</td>
</tr>
<tr>
<td>04/13/08</td>
<td>Collect materials for IPRO Day and Final report</td>
</tr>
<tr>
<td>04/20/08</td>
<td>IPRO day materials ready</td>
</tr>
<tr>
<td></td>
<td>- Poster</td>
</tr>
<tr>
<td></td>
<td>- Abstract</td>
</tr>
<tr>
<td>04/27/08</td>
<td>- Final Report</td>
</tr>
<tr>
<td></td>
<td>- Final Presentation</td>
</tr>
<tr>
<td></td>
<td>- Power point, poster, information booklet, CD</td>
</tr>
</tbody>
</table>
6. Obstacles

The IPRO 313 team had obstacles and barriers similar to those all groups experience during the forming and storming phases of team building. Due to conflicting schedules, group meetings outside of class had been difficult to arrange. To solve this problem, one of the two class period of each week was designated to members meeting and working together. Presentations of work and progress have been grouped together on the other class period.

Soft skill challenges that members encountered are:

- Dealing with anxiety when presenting in front of people
- Managing personal schedules with work schedules
- Working with different personalities

Also, our IPRO is a continuation of last semester’s project therefore there are problems of understanding what had been done and what needed to be done. The lack of documentation caused delays in the team’s progress due to the extra time spent understanding past materials.

Development Team

Our biggest obstacle was the state of the code developed by the previous team being non-functional. The majority of the code had to be revised or completely rewritten from scratch. Another technical difficulty encountered during development process was issue of having insufficient knowledge on the raw, sample real world data. The issue was resolved after a team problem solving session. The lesson learned was that after spending a fair amount of time analyzing a problem without success, one must solicit outside perspectives that may help solve the problem. Also, the “bursty” nature of the data proved to be a barrier in collecting consistent metrics.

Another problem encountered was the burstiness of the data. At times, the rate of data could be in the tens to hundreds of thousands of messages per second, which overloaded our network capacity. We implemented some load-shedding techniques, but this area of research, known as conflation, is still open.

One problem existed throughout the semester was the issue of the functionality of different components inhibiting development. Since components depend on each other, when one does not work properly, others will also not function properly. The team tried to overcome these issues by developing a protocol by which each module should interact with each other as well as protocols for checking out, modifying, and checking in code. Obstacles by scheduling the delivery of different components in a manner that would fit the development process. Although we did not develop a rigorous unit testing regime, components were well tested. The team collaborated well for the most part.

Research/Optimization Team

With only two members of the Research Team majoring in Computer Engineering and Electrical Engineering, the team had with little to no background on in some Computer Science specific concepts, issue such as hash functions, which are fundamental to this project. Furthermore, Both before the IPRO, neither team members felt that their programming skill was up to par with what the necessary for the project required. To overcome this obstacle, each member tried to put forth extra time researching and learning the necessary skills and knowledge. By the end of the semester team was able to grasp the concepts and delivered significant research results.
IPRO/Web Design Team

Our major obstacle to overcome is coordinating different sub-teams to meet the deadlines for both IPRO deliverables and system components, which deadlines the team set forth for itself. The major challenge was in scoping the project, breaking up tasks, assigning tasks, and enforcing deadlines among team members. Eventually, the IPRO team learned that by clearly stating motivations, tasks and deadlines, other team members were responsive.

The technical challenge that the team encountered was the issue of some web browsers being non-standard compliance. The team tried its best to make the website capable of displaying correctly on different browser-independent systems; however, it is not possible without sacrificing some of the original design elements. With that said, the team was able to make the website display correctly on Mozilla Firefox, Internet Explorer 7 and Safari.
7. Results

Team Results

System
The current system is a functioning, end-to-end market data ticket system, tested with options data from OPRA. The system is able to operate with real-world market data and is also capable of simulating real-time data processing throughout all system components.

Data Feed
The data feed operates as a UDP server, sending OPRA data to the head-end component. The data feed was outfitted with extra functionality such as constant data throttling, real-time throttling and constant burst sleep control.

Head End
The head-end module operates as a UDP Client receiving data from the Data Feed, an OPRA FAST decoder, and also a UDP server which sends data to the LVC module. The major accomplishment here was getting consistent decoding results with the raw FAST data we were working with.
LastValueCache
Implemented and benchmarked multiple hash algorithms in the LVC, system processes real
world data, significant net protocol improvements.
Client

![Image](image.jpg)

**Figure 1.** Screen shot of Client interface.

The client was capable of subscribing to data from the ticker system. A web page Java Applet was also implemented as a Web page Java Applet created. See Figure 1 for a screen shot of the client.

Development Team

- Developed a base system
  - System processes real world data
  - Created internal message format: By utilizing the structure for k-message format instead of a message format
  - System capable of handling multiple clients
  - Implemented & benchmarked multiple hash algorithms in the LVC
  - Significant net protocol improvement over past semester

Research/Optimization Team

- We had achieved novel work by Benchmarking multiple hashing algorithms and determined statistically significant performance differences using the statistical significance test.
- Gathered many statistics about OPRA data
  - The statistics involved information such as Messaged received, frames received, elapsed CPU time and Percentage Frame loss.
- Tested different hash algorithms to better optimize our system
  - Tested the Alpha Numeric, Bob Jenkins, CRC32, CRC32 Parallel, Fowler Noll Vo, One at a Time and Super Fast, and other widely used hashing algorithms.

In general the differences between hashing algorithms have not been significant. However, Alpha Numeric has showed the potential to be the hashing function that the next IPRO 313 team should use.
IPRO/Web Design Team

- Developed the IPRO website that contain all information about the project
- Each deliverables was delivered by deadline without fail
8. **Design Recommendations and Future Work**

Based on the results of this semester, we recommend that this project be continued during future semesters. The base system is functioning. The next team could then concentrate on optimizing the system. There are also research results that could be utilized.

**Data Feed**
The large data volumes being dealt with proved to be one of the largest barriers to improvements due to inadequate testing time and inconsistent testing results. Future work on this component should focus on more advanced handling of the real-time data bursts that occur within the data.

**Head End**
The “bursty” nature of the data proved to be a barrier in collecting consistent metrics. This problem should be the main focus of future work on this module. Creating a custom buffering system along with traffic control between the data feed and the head end would be a major improvement to the reliability of the overall system. A system for shedding excess buffer load (e.g., tossing out all but the last update to a particular option) must be developed. Cloud computing could be used as a potential solution to handle the large data volumes.

Another suggestion would be allow for multiple incoming data feeds, as well as splitting load between multiple LVCs. This may allow better throughput as multiple computing components can be utilized in parallel.

**LastValueCache**
There should be a more heavily multithread the last value cache and a separate subscription module so that multiple LVC instances can be run. Subscription module needs a login process to send initial data from LVC to client. The subscription module should also be able to distribute data to multiple clients using IP multicast. This type of data transmission promised to improve price information dissemination scalability.

**Client**
The basic functions are done. To get cached data, it needs a login process. The client requires the ability to retrieve data directly from the head end rather than going through the LVC, which is a bottleneck.
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